CSE 446: Week 1
Decision Trees



Administrative

* Everyone should have been enrolled into
Gradescope, please contact Isaac Tian
(iytian@cs.washington.edu) if you did not
receive anything about this

e Please check Piazza for news and
announcements, now that everyone is
(hopefully) signed up!


mailto:iytian@cs.washington.edu

Clarifications from Last Time

* “objective” is a synonym for “cost function”

— later on, you’ll hear me refer to it as a “loss
function” — that’s also the same thing



Review

* Four parts of a machine learning problem
[decision trees]
— What is the data?
— What is the hypothesis space?
* It’s big
— What is the objective?
 We're about to change that

— What is the algorithm?



Algorithm

* Four parts of a machine learning problem
[decision trees]
— What is the data?
— What is the hypothesis space?
* It’s big
— What is the objective?
 We're about to change that

— What is the algorithm?



Decision Trees

[tutorial on the board]
[see lecture notes for details]

Recap
l. Splitting criterion: information gain
Il. Entropy vs error rate and other costs



Supplementary: measuring uncertainty

* Good split if we are more certain about
classification after split

— Deterministic good (all true or all false)
— Uniform distribution bad
— What about distributions in between?

P(Y=A)=1/2 |P(Y=B)=1/4 |P(Y=C)=1/8 |P(Y=D)=1/8

P(Y=A)=1/4 |P(Y=B)=1/4 |P(Y=C)=1/4 |P(Y=D)=1/4




Supplementary: entropy

Entropy H(Y) of a random variable Y

k
H(Y)=—-> P =y;)logs P(Y = y;)
=1
10 T
More uncertainty, more entropy!
Information Theory interpretation: _
H(Y) is the expected number of bits 2
needed to encode a randomly drawn E 0.5
value of Y (under most efficient code)
I ML s s



Supplementary:
Entropy Example

Entropy(S)

05 |

k

HY)=—-)> P =y;)logx P(Y =y;)
i—=1

P(Y=t) = 5/6
P(Y=f) = 1/6

H(Y) = - 5/6 log, 5/6 - 1/6 log, 1/6
= 0.65




Supplementary: Conditional Entropy

Conditional Entropy H(Y |X) of a random variable Y conditioned on a
random variable X

v k
HY | X)=-) PX=z;)) PY =y |X==z)log P(Y =y; | X = x;)
j=1 i=1
X, | %, | v
Example: X
t/l\f )T
T|F
P(X,=t) = 4/6 Y=t: 4 Y=t 1
P(X,=f) = 2/6 Y=F:0  yef.1q T
T | F
FlT
H(Y|X,) = - 4/6 (1 log, 1 + 0 log, 0)
- 216 (1/2 log, 1/2 + 1/2 log, 1/2) FlF

= 2/6



Supplementary: Information gain

Decrease in entropy (uncertainty) after splitting
IG(X)=H(Y) - H(Y | X)

e |IG(X) is non-negative (>=0)

* Prove by showing H(Y|X) <= H(X),
with Jensen’s inequality

X
X
N

In our running example:

IG(Xy) = H(Y) — H(Y|Xy)
= 0.65-0.33

IG(X,) > 0 = we prefer the split!

Tn|m|=|4|4|H
| |T|4|m|H




A learning problem: predict fuel efficiency

mpg cylinders displacement horsepower weight acceleration /modelyear maker
good 4 low low low high 75t078  asia
bad 6 medium medium medium  'medium 70to74  america
bad 4 medium medium medium low 75t078  |europe
bad 8 high high high low 70to74 | america
bad 6 medium medium medium  'medium 70to74 | america
40 Records bad 4 low medium low medium 70to74  |asia
bad 4 low medium low low 70to74 asia
: bad 8 high high high low 75t078 america
Discrete data . " " o _ _
(for now) . . . .
bad 8 high high high low 70to74 | america
1 good 8 high medium high high 79to83 | america
PredICt M PG bad 8 high high high low 75t078 america
good 4 low low low low 79t083  america
. bad 6 medium medium medium  high 75t078  america
NQEd tO f|nd: f good 4 medium low low low 79t083  america
good 4/low low medium  high 79t083 america
: X 9 Y bad 8 high high high low 70to74  america
good 4 low medium low medium 75t078  europe
bad 5 medium medium medium  'medium 75t078  europe
N o
-~

Y

From the UCI repository (thanks to Ross Quinlan)

X



Hypotheses: decision trees f:x >v

Each internal node

tests an attribute X;
Cylinders
Each branch assigns
an attribute value ; . s Ve .
X;=V ~ __/ \ \ >~
good M bad bad
. aker Horsepower
Each leaf assigns a
classy /’\ /,\
- america  asia europe low med high
To classify input Xx: e | \\ y | \\
traverse the tree from 02d good good  bad good bad

root to leaf, output
the labeled y



Learning decision trees

e Start from empty decision tree
e Split on next best attribute (feature)

— Use, for example, information gain to select
attribute:

arg max IG(X;) = argmax H(Y) — H(Y | X;)
(/ (4

* Recurse



Suppose we want to
predict MPG

Look at all the
information
gains...

Infarmation gains uszing the training set (40 records)

mpg values:

Irpast

cylinders

dizplacement

harsepaywer

weeight

accelerstion

modelyear

maker

bad good

Walue Diztribution o Gain
3 0506731
4 I

5 I

6 I

8 I

v [ 0223144
medium _

o

low [ 0357605
medium ||

high |

v [ 0 co0401a
medium _

on |

low [ 00542055
tmedium _

high |

7oto74 [ O 257964
e 00 |

rotors |

america ||| GG 00457265
asia [




A Decision Stump

mpg values: bad good

root

22 18

pchance = 0.001

cylinders = 3 || cylinders = 4 || cylinders = 5 | cylinders = 6 | cylinders = 8

0 0 4 17 1 0 8 0 9 1

Predict bad  Predict good Predict bad Predict bad Predict bad




Recursive Step

mpg values: bad good

root .
92 18 [ Recor'ds in
which
pchance = 0.001 .
cylinders =
4
cylinders = 3 || cylinders = 4 || cylinders = 5 | cylinders = 6 | cylinders = 8
00 4 17 1 0 8 0 a9 1 Records in
Predict bad Predict good Predict bad Predict bad Predict bad which
cylinders =
5
Take the And partition it
Original according .
Dataset.. to the value of Records in
the attribut which
e.a ribute we cylinders =
split on 6
Records in
which
cylinders =
8




Recursive Step

mpg values: bad good

root

22 18

pchance = 0.001

cylinders = 3 || cylinders = 4 || cylinders = 5 | cylinders = 6 | cylinders = 8

00 4 17 1 0 8§ 0 9 1

Predict bad Predict good Predict bad Predict bad Predict bad

S

Build tree from Build tree from Build tree from Build tree from
These records.. These records.. These records.. These records..
: ! Records in which
Records in which cylinders =8
cylinders=6
Records in which

cylinders=5

Records in which
cylinders=4




Second level of tree

mpg values: bad good

root

22 18

pchance = 0.001

cylinders = 3 | cylinders = 4 cylinders =4 || cylinders =6 || cylinders =

o o 4 17 1 0 g 0O 81

Predict had | pchance =0.135 | Predict bad  Predict had | pchance = 0.035

/

maker = america || maker = asia | maker = europe || horsepower = low || harsepower = medium || harsepower = high

o 10 2 5 2 2 0o 0 1 =

Fredict good redict good  Predict bad Fredict bad Fredict good Fredict bad

Recursively build a tree from the seven
records in which there are four cylinders and
the maker was based in Asia

(Similar recursion in the
other cases)



mpg vaues, bad good

root
22 18

pchance = 0.001

A full

tree

cylinders = 3 || cylinders = 4 cylnders =5 | cylinders =6 | cylinders = 8
oo 4 17 1 0 g 0 9 1
Predict had | pchance = 0133 |Predict bad  Predict bad | pochance = 0.035

/

/

maker = america || maker = azia maker = europe | horsepoyver = lovy || horseposwer = medium || horseposwer = high
o 10 2 4 2 2 oo o1 9 0
Predict good pchance = 0317 | pchance = 0.717 | Predict bad Predict good Predict bad

horsepower = 0w

o 4

Predict good

horsepower = medium
21

pchance = 0.594

horsepower = high

oo

accelerstion = lows

1 0

acceleration = medium

01

accelerstion = high

11

Fredict bad

Fredict bad

Predict good

pchance = 0717

acceleration = lowe

1 0

Predict bad

acceleration = medium
1 1

(unexpandable)

acceleration = high

oo

modelyear = 70to74
o1

modelyear = 75ta7 5
1 0

modelyear = T3tog3

oo

Predict bad

Predict bad

Predict good

Predict bad

Predict bad




What to stop?



mpg vaues, bad good

root

22 18

pchance = 0.001

Base Case
One

cylinders = 3 || cylinders = 4 cylnders =5 | cylinders =6 | cylinders = 8
oo 4 17 1 0 g 0 9 1
Predict bad | pchance = 0135 | Predict b vedict bad | pchance = 0.033
/ /
I , ; . mak ﬂnrsepnwer = oy [[horzepower = medium || horzeposwer = high
Don’t split a ; . oo
N Od e |f a | | noe = 0.717 | Predict bad Predict good Predict bad
matching T
medium | horsepower = high || accelerstion = lowe || acceleration = medium || accelerstion = high
records have o . o )
the same b4 Predict bad Predict bad Predict good pochance = 0.717
output value
medium || acceleration = high || modelyear = Y0to74 (| modelyear = 75078 || modelyear = T3og3
1 0 1 1 oo a i 1 0 oo
Predict bad (unexpandable) Predict bad Predict good Predict bad Predict bad

Predict bad




Base Case
Two

mpg vaues, bad good

root

22 18

pchance = 0.001

cylinders = 3 || cylinders = 4 cylinders =5 | cylinders = 6 | cylinders =8 |

0 0 4 17 10 3 0 s 1 Don’t Splita

Predict bad | pchance = 0133 | Predict had  Predict bad | pohd .

7 node if none
maker = america || maker = azia maker = europe | horsepoyver = lovy || horseposns Of th e
0 10 2 5 2 2 0 0 0 attributes can
Predict good pchance = 0317 | pchance = 0.717 | Predict bad Predict gog .
create multiple

w

horsepower = low (| horsepovver = medium | horsepower = high || accelerstio n O n -e m pty
0 4 2 1 children
Predict good pchance = 0.894 W
—
acceleration = low || acceleration = medlum 1on = hlgh modelyear = Y0to74 ([modelyvear = Y5to78 || modelyear = T3Hog3
1 0 1 1 III 1] a i 1 0 oo
Predict bad (unexpandable) Predict bad Predict good Predict bad Predict bad

Predict bad




Infarmation gains uzing the training =et (2 records)
B C T . mpy values: kbad  good
a S e a S e WO ° Fpt Yalue  Distribotion Info Gain
cylinders 3 1]
No attribut [
O dttriputes Can .. :
5
[} [} [}
g
distinguish
dizplacemert low I -
| & 0 meddivm
Predict bad | pchance = 0133 | Predict had  Predicy high
/ horsepoyeer  lose ]
. : meciurm |
maker = america || maker = azia maker = europe | horsepoyswer = lowy
higih
v 20 e 0 wegrt v | ©
Predict good pchance = 0317 | pchance = 0.717 | Predict bad medium
high
] ] acceleration  lowwe ]
horsepower = low (| horsepowwer = medium | horsepower = high
meciur |
o4 21
high
Predict good pchance = 0.894 Predict modelvear  7oto74 [ ©
75ta7s
A
acceleration = low || acceleration = medi /meﬂ'ﬂfgr modelyear = 7] 78tos3
maker america 1]
1 0 1 1 oo 01
asia [
Predict bad (unexpandable) Predict bad Predict good
ELrope
Predict bad




Base Cases: An idea

e Base Case One: If all records in current data
subset have the same output then don’t recurse

 Base Case Two: If all records have exactly the
same set of input attributes then don’t recurse

Proposed Base Case 3:
If all attributes have zero information
gain then don’t recurse

0 /s this a good idea?



The problem with Base Case 3

a b vy
O O O
y=aXORDb O 1 1
1 O 1
1 1 O
The information gains: The resulting decision tree:
Information gains using the training set (4 records) y ValLJES: O ’1
y values: 0 1
Input Value Distribution Info Gain FDDt
a o NN o
1 2 2
b o NN o .
| Predict O




y=aXORDb
a b vy
O O
O 1
1 O
1 1

If we omit Base Case 3:

OrrO

The resulting decision tree:

y walues: O 1

root
2 2
pchance = 1.000

a=10 a=1

11 11

pchance =0.414 | pchance = 0.414

LN N

k=0 b=1 b=0 b=1
10 o 1 o 1 10

Fredict 0 Predict 1 Predict 1 Predict O




mpg vaues, bad good

root

22 18

pchance = 0.001

MPG Test set
error

|

Training Set
Test Set

Num Errors Set Size Percent

1
74

VYWrong
40 2.50
352 21.02

epovwer = high

ict b

|

horsepower = medium

L] A

horsepower = high

(ml (ml

accelerstion = lows

A (ml

acceleration = medium || accelerstion = high

w1l

horsepower = 0w
1]

ad

1

| The test set error is much worse than the training
set error...

F0.TF

E T9tods

..why?

Predict bad

(unexpandable)

Predict bad

Predict bad

Predict good

Predict bad Predict bad




Decision trees will overfit!!!

e Standard decision trees have no 1 Ty 23 Ta|y
. . 6 0 0 0|7
learning bias e =

— Training set error is always zero! 6 6 1 0|0

* (If there is no label noise) 0 o 1 171

. 0 1 6 0]0

— Lots of variance 0 1 o 1lo

— Must introduce some bias towards ¢ 1.1 00
simpler trees el

1 6 6 0|7

* Many strategies for picking simpler 1 0 0 1|1
1 9 1 0|2

trees Do 11l

— Fixed depth 1 1 0 01l0

— Fixed number of leaves 1 1 ‘i (1] :

— Or something smarter... 1 1 1 1]7?




Accuracy

Decision trees will overfit!!!

0.9 1 I 1 1 1 I 1 1 1

0.85

0.8

0.75

0.7

0.65

0.6 On training data —— H
On test data ---—

0.55 =

0.5 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 30 90 100

Size of tree (number of nodes)



