## Homework 2: Graph Search

Be sure to read the grading guidelines and style guidelines. Especially to see the suggested format for describing algorithms.

We sometimes describe how long are justifications or proofs are. These lengths are intended to help you estimate how much detail we're expecting; your proofs are allowed to be longer.
You are allowed (and encouraged!!) to collaborate with each other. Brainstorming is much easier to do in a group than alone! But you must follow the collaboration policy (which includes needing to write your submission on your own).
You will submit to gradescope; we will have a different box for each problem, so please give yourself extra time to submit.

## 1. Function Ordering [10 points]

Put these functions in increasing order. That is, if $f$ comes before $g$ in the list, it must be the case that $f(n)$ is $\mathcal{O}(g(n))$. Additionally, if there are any pairs such that $f(n)$ is $\Theta(g(n))$, mark those pairs. All logs are base 2 .
You will complete this problem directly on Gradescope instead of submitting a PDF. Like the other Gradescope submissions for this homework assignment, this will be open on Saturday October 7.

- $f_{1}(n)=n^{n \log n}$
- $f_{2}(n)=(2 n)^{n^{2}+1}-999(\log (n))$
- $f_{3}(n)=(n+99999)^{\log (99 n)}$
- $f_{4}(n)=n^{2}$
- $f_{5}(n)=\log (n!)^{2}+3 n+20$
- $f_{6}(n)=999 * \log (\log (\log (n)))$
- $f_{7}(n)=\frac{1}{100} \cdot \log \left(\log (\log (n))^{999}\right)$
- $f_{8}(n)=n^{0.01}$
- $f_{9}(n)=\log (n)$


## 2. Many degrees of Kevin Bacon [25 points]

In Mathematics and theoretical Computer Science, people proudly mention their Erdö s number - how far they are away in the co-authorship graph from Paul Erdös - who was famous for the wide range of his collaborations. (He died in 1996 at age 83, but some of the more than 1500 papers on which he is a co-author have publication dates as recent as 2015.)
Similarly, starting in the 1990's, people who noticed that Kevin Bacon was showing up in a lot of movies introduced the Six Degrees of Kevin Bacon game in which people would try to find a shortest path of co-appearances linking some arbitrary actor to Kevin Bacon. (There are still websites that can give you the answers.) In both of these situations there is a graph of people and edges between them if they are socially connected in some way. Of course a single short path between $s$ and $t$ does not necessarily describe a strong connection between them; it could be merely coincidental. However, if there are a lot of ways in which two people are connected by a shortest path then that suggests a much stronger connection.
Suppose that the task instead is to compute the number of shortest paths (counting only the number of hops) between $s$ and $t$ in an unweighted graph. It turns out that this can be done efficiently. Suppose that you are given a undirected graph $G=(V, E)$ and two nodes $s$ and $t$ in $G$. Give an algorithm that computes the number of shortest paths between $s$ and $t$ in $G$ in time $O(n+m)$ where $n$ is the number of vertices and $m$ is the number of edges in $G$. (The algorithm will not be able to list all such paths since there may be many more of them than the time bound.)

As with all problems, unless you are explicitly told otherwise, you should produce pseudocode, prove correctness, and justify the running time bound of your algorithm.

## 3. What Kind of Bear are You? [25 points]

You are at your cabin in the deep woods and have taken many pictures of bears - some of them are grizzly bears, some of them are brown bears, and some of them are black bears. You have no problem telling which ones are black bears so you can easily tag all those photos as black bears, put them in a Black Bear folder, and be done with them, but you absolutely cannot remember what allows you to tell whether a photo is of a grizzly bear or a brown bear. Being in the deep woods, you also don't have cell service or internet and so can't run your favorite deep net image classification algorithms.
What you can do is look at two photos and say "those are the same species" or "those are different species." You do a bunch of such comparisons and write them all down. You then start with one of the photos and say "let's call this species, species A" and put it in folder A. Your goal is to perfectly place every animal into a folder A ("all of these are species A") or folder B ("all of these are species B") where species B is the other remaining species (though you aren't sure whether A means grizzly bear or brown bear).

Given your data, you need to respond with one of three options:

- Inconsistent: you have analyzed the pictures in such a way that you can't possibly classify them all into species A and B correctly (for example you said photo 1 and 2 were the same species, photo 2 and 3 were different species, and photos 1 and 3 were the same species).
- Underspecified: your answers aren't inconsistent, but there is at least one picture that (from the data you've collected so far) could validly be either species A or species B.
- Exact answer: your answers aren't inconsistent, and every photo can be only one of species A or B.

Describe an algorithm to return which of those three cases the input matches, and if you're in the exact answer case to store the species labels for each photo.

Sample Input I: There are 4 images.
Image 1 and 2 are different species
Image 3 and 4 are the same species
Image 1 is "species A"
Correct Output: Underspecified
Sample Input II: There are 4 images.
Image 1 and 2 are different species
Image 1 and 4 are the same species
Image 3 and 4 are different species
Image 1 and 3 are different species
Image 1 is "species A"
Correct Output: Exact Answer
Sample Input III: There are 4 images.
Image 1 and 2 are different species Image 1 and 4 are the same species Image 3 and 4 are different species Image 1 and 3 are the same species Image 1 is "species A"

## Correct Output: Inconsistent

(a) Give pseudocode (and/or English) to solve this problem. You will probably want to construct at least one graph, you can assume creating vertices and edges takes $O(1)$ time each, and you can give an English/mathematical description of the vertices and edges (don't worry about code constructs for creating it). Any algorithm from class you use as a black box without modification does not need to be written out in full but you need to specify exactly how to modify it if you make changes to it.
(b) In proving that your algorithm is correct you may use known properties of any analysis of any algorithm from class as well as any of the data structures and their properties from 332 .
(c) For analyzing the running time of your algorithm, assume that you have $p$ photos that are either grizzly or brown bears, $s$ pairs identified as "the same" and $d$ pairs identified as "different." Give a big- $\mathcal{O}$ bound in terms of $p, s, d$.

## 4. Treasure Island [25 points]

In your favorite computer game they have added a new reward phase between rounds where you can collect gold coins that you can spend in future game rounds. In this phase you are parachuted in a clown car to a location on an island where you can start your quest to get as much treasure as possible. You have a map of the island with the locations of treasure chests and the number of gold coins that each holds. You would really like to visit all of them and collect all of the treasure, but you can't because your only way to travel between them is on roads with those "severe tire damage" strips, making them one-way and preventing you from travelling on them in the wrong direction. Instead, you will have to make do with trying to get as many gold coins as possible. All of the treasure chests are at intersections of the roads. Your map shows all of these roads and which direction they run. Once you have reached a point where there is no way to collect any more gold coins, your treasure hunt ends.
Your goal is to determine how to collect the maximum possible number of gold coins you could hope for.
You realize that you can think of the map as giving a directed graph $G$ with each intersection a vertex $v$ of $G$ marked by an integer $\geq 0$ describing the number of coins in the treasure chest at that intersection, each one-way road as a directed edge, and the location you are parachuted to as a vertex $u$ in this graph.
For this question, as usual you should analyze the running time for your algorithms, which should be efficient, but you do not have to give a full proof that your algorithms are correct for any part. Instead, you should explain why you think each works in 2-3 sentences per part.
(a) Suppose that $G$ is strongly connected.

- Describe an algorithm to find the maximum number of coins you would be able to collect.
- Describe how to find a route that lets you collect that number of coins.
(b) Suppose that $G$ is a DAG. Describe an algorithm to find the maximum number of gold coins you can collect. To make this more concrete, consider the example below, where the best route is: $a, b, c, d, e, f$, though your algorithm should work for any DAG. (Hint: you may find this part conceptually easier if you do a topological sort first! )

(c) Now, stitch together the last two parts and describe an algorithm to handle any directed graph.


## Something Fun: Efficient Product Testing

The following problem is not for submission or grading. It is just for fun. If you have an idea for it, please stop by Professor Beame's office hour sometime and explain your idea to him.

You're working with a consumer testing company doing some stress-testing on various models of a consumer product to determine the height from which they can be dropped and still not break.

The setup for this experiment, for a particular manufacturer's model, is as follows: You have a ladder with $n$ rungs, and you want to find the highest rung from which you can drop a particular model and not have it break. We call it the safety-height for this model.

If you wanted to reduce the number of trials to a minimum, it might be natural to try binary search: drop the model from the middle rung, see if it breaks, and then recursively try from rung $n / 4$ or $3 n / 4$ depending on the outcome. This would require only $\log n$ drops but has the major drawback that your testing company has to pay for each copy of the model in order to continue to perform the tests after each one breaks.

If your primary goal were to keep the number of copies of the model you need to a minimum, you could instead simply start at the 1 st rung, then the 2 nd, 3 rd, and so on, until the model breaks. This only requires 1 copy but could take up to $n$ drops, each of which is tedious to perform and record.
The general question here is what the optimal trade-off is between the best choices for the \# of drops would be to identify the safety-height of a model given a fixed \# of copies of the model. For this question, we'll just stick with 2 copies of the model.
(a) Describe the best strategy that you can think of that achieves $o(n)$ drops given a budget for 2 copies of the model.
(b) Try to figure out the exact number of drops your solution requires for $n=21$ and $n=22$.
(c) What is the asymptotic rate of growth of the worst-case number of drops for your solution from part (a) as a function of $n$ ?

