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Problem 4 (20 points).

Quiz

Given an array of positive numbers a = [ay, a2, -+ ,a,] . Give an O(nlogn) time algorithm that
find i and j (with ¢ < j) that maximize the subarray product [];_, ai. Prove the correctness and

the runtime of the algorithm.

For example, in the array a = [3,0.2,5,7,0.4,4,0.01], the sub-array from ¢ = 3 to j = 6 has
the product 5 x 7 x 0.4 x 4 = 56 and no other sub-array contains elements that product to a value
greater than 56. So, the answer for this input is : = 3,7 = 6.

Hints: Divide and Conquer.

Lecture 10 Quiz #95

Yin-Tat Lee STAFe o * ® 55
aday ago in Lectures PIN STAR  WATCHING  VIEWS

I was wrong about the maximum product subarray. You can solve using a sliding window.

Remark: | can be wrong. So feel free to debate with me after the lecture if you think you have a better
algo!

Here is the algorithm provided by Adam Wang and Alan Wu:
L=1,R=1.Answer = x_L. Answerldx = [L,R]
ForR=1,2,..N

o LetP=TT%, ..
e ifP<=zp
o set L=R
e If Answer <P
o set Answer = P. Set Answerldx = [L,R]

Output Answerldx

Runtime: O(n) by maintaining the product.



Master Theorem



Proving Master Theorem

Problem size T(n) = aT(n/b) + cn*  #probs cost
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Master Theorem

Suppose T(n) =aT (%) + cn® for all n > b. Then,

# of problems increases slower
than the decreases of cost.
First term dominates.

e Ifa<b®thenT(n) = @(nk)
e Ifa=bkthenT(n) = @(nklog n)

# of problems increases faster
. k _ 1
If a > b" then T(n) = @(n Ogba) than the decreases of cost

Last term dominates.



A Useful Identity

xd+1_1

Theorem: 1+ x +x%+ -+ x% =

x—1

Proof: LetS =1+ x + x2 + -+ + x¢
Then, xS = x + x? + -+ + x4*1

So, xS—S =x9t1 -1

e, S(x—1) =x%t1 -1

xd+1_1

O, means the hidden

Therefore, § =
x—1 constant depends on x

Corollary: L

(0,(1)  ifx<1
l+x+x?+--+x4={d+1 if x=1
Ox(x) i x> 1




Solve: T(n) = aT (g) + cn®

Corollary:

(0..(1) if x <1
1+x+x%2+-+x4={0(d) if x =1
\Gx(xd“) if x>1

Going back, we have

d=logpn k d=logp n [
T(n) =Zi=0 " aic (%) = cnkzizo i (l;ik)

Hence, we have

(1 if @ < bX
log,n ifa=b"

T(n) = 0(nk); > logy n
L( ) if a > b¥

bk

constant depends on a, b, c




Solve: T(n) = aT (%) + cn®

(1 ifaq < b¥

. — k

T(n) = 0(nk) 4 logb? ifa=>
a\logpn "

L(b—k) 1fa > b

For a < b¥, we simply have T(n) = 0(n*).
For a = b*, we have T(n) = 0(n* log, n) = 8(n* logn).

k _ k(& logp 1 _ logy a
Fora > b",we have T(n) = 0(n v \— O(n ).
pk logp n alogp ™
logy K — (blogb a)logbn
— (b b ) — (blogb n)logba
= nk — nlogp a




Finding the Closest Pair of Points



Closest Pair of Points (1-dimension)

Given n points on the real line, find the closest pair,
e.g., given11,2,4,19,4.8,7,8.2,16,11.5,13,1
find the closest pair

—
9o o o o o oo o o o
1 2 4 438 7 8.2 11115 13 16 19

Fact: Closest pair is adjacent in ordered list
So, first sort, then scan adjacent pairs.
Time O(n log n) to sort, if needed, Plus O (n) to scan adjacent pairs

Key point: do not need to calculate distances between all pairs:
exploit geometry + ordering



Closest Pair of Points (2-dimensions)

Given n points in the plane, find a pair with smallest
Euclidean distance between them.

Fundamental geometric primitive.

Graphics, computer vision, geographic information systems, molecular
modeling, air traffic control.

Special case of nearest neighbor, Euclidean MST, Voronoi.

Brute force: Check all pairs of points in ©(n?) time.

Assumption: No two points have same x coordinate.



Closest Pair of Points (2-dimensions)

No single direction along which one
can sort points to guarantee success!




Divide & Conquer

Divide: draw vertical line L with = n/2 points on each side.

Conquer: find closest pair on each side, recursively.

Combine to find closest pair overall — How ?
Return best solutions
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Why the strip problem is easier?

Key Observation

Suppose § Is the minimum distance of all pairs in left/right of L.

d = min(12,21) = 12.
Key Observation: suffices to consider points within § of line L.
Almost the one-D problem again: Sort points in 2§-strip by their y

coordinate.
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Almost 1D Problem

Partition each side of L into g X g squares

Claim: No two points lie in the same g X g box.

Proof: Such points would be within
5\2 | [(8)? 1
\/(5) +(3) =6 /5~076<6

Let s; have the it" smallest y-coordinate
among points in the 2§-width-strip.

Claim: If |i — j| > 11, then the distance
between s; and s; Is > 6.

Proof: only 11 boxes within § of y(s;).

NG

Z3

Z1



Where is the bottleneck?

Closest Pair (2 dimension)

Closest-Pair (p1,P2, > Pn) {
if(n <2) return [p; —p;|

Compute separation line L such that half the points
are on one side and half on the other side.

01 = Closest-Pair(left half)
0, Closest-Pair (right half)
0 = min(81,82)

Delete all points further than 6 from separation line L

Sort remaining points p[l].p[m] by y-coordinate.

for i=1,2,---,m
for k =1,2,---,11
if i+k<m
0 = min (8, distance(p[i], pl[i+k])):;

return 0.



Closest Pair Analysis

Let D(n) be the number of pairwise distance calculations in
the Closest-Pair Algorithm

(1 ifn=1

\ZD (g) +11n 0. W.

BUT, that’s only the number of distance calculations

D(n) <+ = D(n) = O(nlog n)

What if we counted running time?
( :
1 ifn=1

2T (g) + O(nlogn) o.w.

T(n) <4 = T(n) = 0(nlog? n)

\



Closest Pair (2 dimension) Improved

Closest-Pair (p1,P2, > Pn) {
if(n <2) return [p; —p;|

Compute separation line L such that half the points
are on one side and half on the other side.

Closest-Pair (left half)

(01,P1) =

(02,p2) = Closest-Pair (right half)

o = min(61,62)

Psorted = merge (pP1,P2) (merge sort it by y-coordinate)

Let q be points (ordered as Pgyrieq) that is 6 from line L.

for i=1,2,---,m
for k =1,2,---,11

if i+k<m
0 = min (6, distance(q[i], gql[i+k])):

(1 ifn=1

n
\ 2T (E) +0(n) o.w.
= T(n) = 0(nlogn)

return 8 and Pgyried -
T(n) <+«




How to solve closest pair in 3 dimension?



Closest-Pair (pq,p2, ", Pn) {
if(n <2) return [p; —p;|

Compute separation line L such that half the points
are on one side and half on the other side.

01 = Closest-Pair(left half)
0y Closest-Pair (right half)
6 = min(81,62)

Delete all points further than 6 from separation line L

Put points into gxgxg cubes (via hash table)
for i=1,2,:--'m
Let (a,b,c) be the cube for p[i].
for x,y,z = -3,-2,1,0,1,2,3
check the cube (a+x,b+y,c+z)
if there is a point gq in the cube,
0 = min (0, distance(p[i]l, q)):

return 5. In d dimension, the runtime Is
} T(n) = 2°Dnlogn



Median



Selecting k-th smallest

Problem: Given numbers x4, ...,x, and aninteger 1 <k <n
output the k-th smallest number

Sel({xq, ..., x, }, k)

A simple algorithm: Sort the numbers in time O(n logn) then
return the k-th smallest in the array.

Can we do better?
Yes,intime O(n) ifk =1ork = 2.

Can we do 0(n) for all possible values of k?



An ldea

Choose a number w from x4, ..., x,

Define .

« Scw) ={x;x; < wj Can be computed in
e S_(W)={x;:x; =w} linear time

o So(w) ={x;:x; > w}

/
Solve the problem recursively as follows:

o Ifk <|Sc(w)|, output Sel(Sc(w), k)
 Elseifk <|[S.(w)|+ |S=(w)|, output w

« Else output Sel(Ss(w), k — |Sc(w)| — |S=(w)])

Ideally want [S_(w)|, |Ss(w)| < n/2. In this case ALG runs in
0(n) + 0 (g) +0 (%) +--4+0(1) =0(n).



How to choose w?

Suppose we choose w uniformly at random
similar to the pivot in quicksort.
Then, E[|Sc(w)|] = E[|Ss(w)|] = n/2. Algorithm runs in O(n) in expectation.
Can we get O(n) running time deterministically?
« Partition numbers into sets of size 3.
« Sort each set (takes O(n))
e w = Sel(midpoints,n/6)
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Assume all numbers are distinct for simplicity.

How to lower bound [S.(w)], |Ss (w)]|?
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So, what is the running time?



Assume all numbers are distinct for simplicity.

Asymptotic Running Time?

@ <Bi< @]

. Ifk < |S.(w)|, output Sel(S-(w), k)
« Elseif k < |Sc(w)| + |S=(w)], output w
« Else output Sel(Ss(w), k — [Sc(W)| — |S=(w)|

O(nlogn) again?
So, what is the point?

Where < |S<w)L,1Sw)| < 3

2n

T(n) =T (g) + T <?> +0(n) =Tn) =0(nlogn)



An Improved Idea
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Partition into n/5 sets. Sort each set and set w = Sel(midpoints,n/10)

¢ ScwW)|=3 3n 3 7
) '5:(Z)I23E g 3_n - = < IS WL IS (W)l < 15

T(n) = (g) (Z O) +0(n) = T(n) = 0(n)




Can we do It even better?

Goal: Finding median.

FIX €.
Randomly select T /e? elements.
Output the median of these T /e? elements.

One can prove that it will gives an element with rank
(1/2—-¢€e)nand (1/2 + €)n
with probability at least 1 — exp(—T).

Think e = 0.1 and T = 30.
Then, we have almost median with high prob in 0(1) time.



Integer Multiplication



Integer Arithmetic

Add: Given two n-bit integers
a and b, compute a + b. Add

[ O (n) bit operations. ]

Multiply: Given two n-bit
Integers a and b, compute a X b.
The “grade school” method:

[ 0(n?) bit operations. ]

1 1 1 1 1 1 0 1
1 1 0 1 0 1 0
+ 0 1 1 1 1 1 0
1 0 1 0 1 0 0 1
1/1/0{1|0|1|0
*10]1|1|1{1{1|0
1/1/0{1|0|1|0
Multiply 0/{0|0|0|0|0|0(O
1/1{0(1/0|1|0|1
1/1/0{1|0|1|0|1
1(1{0(1|0|1|0|1
1/1/0|1|0|1]|0|1
1/1(0(1/0|1|0|1
0/0{0|0|0(0O|0O|O
1/1{0{1/0{0|0|0|0(0(|0(0|0]|0




Divide and Conquer

Let x, y be two n-bit integers
Write x = 2™2x; + x, and y = 2™2y, + y,
where x,, x4, v, y; are all n/2-bit integers.

x =2M2% . x; + x,
y =2"2 -y +y,
xy = (2™2 - x; +x0) (2% - y1 + y0)
= 2" x3y; + 22 - (x1y0 + Xo¥1) + X0 Y0

Therefore, We only need 3 values
n X1Y1,X0Y0, X1Yo T XoY1
T(n) =4T |=)+ ©(n) |Canwe find all 3 by only
2
3 multiplication?

So,
T(n) = 0(n?).



Key Trick: 4 multiplies at the price of 3

x =2M2. x; +x,

y =2"2-y; +y,
xy = (2™2 - x; 4+x,) (22 ,

= 2" xyyy + 27 @ + X0Yo

a = xq,+ Xy
B=y1+Yo
af = (x; + x0) (Y1 + ¥o)
= x1y1 + (X1Y0 + Xoy1) + X0Y0
= (X1Y0 + Xo¥1) = af — x1y1 — XoYo



Key Trick: 4 multiplies at the price of 3

Theorem [Karatsuba-Ofman, 1962] Can multiply two n-digit
integers in O(n-98>--) bit operations.

x =2™2 . x; +x9 2 a=x; + xg
y=2"2.y, +y,=2B =y +
xy = (2% - x1 +x0) (22 - y1 + v)
= 2" - 391 + 22 - (%10 + %0Y1) + XoYo
A af —A—B B

To multiply two n-bit integers:
Add two n/2 bit integers.
Multiply three n/2-bit integers.
Add, subtract, and shift n/2-bit integers to obtain result.

T(n) =3T (g) +0n)=>Th) = O(nlogz 3) = 0(n1585-)



Integer Multiplication (Summary)

» Exercise: generalize Karatsuba to do 5 size
n/3 subproblems

This gives 0(n'*%+) time algorithm

Date Authors Time complexity
<3000 BC | Unknown O(n?)
1962 Karatsuba O(n'oe3/los2)
1963 Toom O(n2°VIeen/lo2)
1966 Schénhage O(n?2 v2logn/log2 (logn)3/?)
1969 Knuth O(n2V210en/1962 o0 )
1971 Schonhage—Strassen O(nlognloglogn)
2007 Fiirer O(nlogn 20Uee™m)
2014 Harvey-Hoeven-Lecerf O(nlogn 88" )
2019 Harvey-Hoeven O(nlogn)




Integer Multiplication (Summary)

1 2 3 4

5 6 7 8

8 16 24 32

7 14 21 28
6 12 18 24
510 15 20
—>5 16 34 60 61 52 32
1234 5678
Split and zero pad Split and zero pad

413|2|1|]0f(0]|0f0O g8|7|6|5[0]J]0|0]O0
101329(298|126( 2 |271{ 43 |301 26|24 1298(322| 2 (8343|277

Recursive pointwise multiplication (mod 337)

260/145|173(132| 4 [251|164(138 32
Inverse FFT 6?2
—>»|32(52|61|60|34|16| 5| 0 330
Recombination (carrying) |=e— 16
Y 7006652 3@@%

Demonstration of multiplying 1234 x 5678 = 7006652 using =
fast Fourier transforms (FFTs). Number-theoretic transforms in
the integers modulo 337 are used, selecting 85 as an 8th root
of unity. Base 10 is used in place of base 2" for illustrative
purposes.



Matrix Multiplication



Multiplying Matrices

Let A be an n X m matrix, B be an m X p matrix.

a1 aip - Qim bii bz - by

a1 Q- Gy b1 by - by
A. — B —

Ol Gpg ¢ Gum bt bmz - b

Then, C = AB Is an n X p matrix

e e e
such that
m
Cij = ainbyj + -+ aimbpm; = Zaikbkj:
k=1

Question: Why matrix multiplication is defined in such way? 42



Multiplying Matrices

A, Q| A3 Ay

a'21 a'22 a23 a'24

a3 1 a‘32 a‘33 a34

O
[N
O
N
O
w
=)
IS

a'41 a42 a‘43 a'44 _

ailbll + a12b21 a13b31 + a14b41

a‘21bll T a‘22b21 a23b31 + a'24b41
a31bll + a'32bZl + a33b31 + a34b4l a‘31b12 + a‘32b22 + a‘33b32 + a'34b42

b21 b22 b23 b24
b31 b32 b33 b34
b41 b42 b43 b44

a11b12 + a‘12bZZ a13b32 + a14b42
a21blZ + a‘22b22 a‘231:)32 + a‘24b42

_a4lb11 + a‘42bZl T a43bSl T a44b41 a41blZ T a42bZZ + a‘43l:)32 + a44b42

(]

(o]

(o]

o

a11b14 + a12b24 + a13b34 + a14b44
a21bl4 + a22b24 + a'23b34 + a'24b44
a'3lbl4 + a'32b24 + a33b34 + a34b44

a41b14 T a‘42bZ4 T a43bB4 + a44b44_

43



Multiplying Matrices

&y & |z Ay b, b, b, b,
Ayp Gy |Gp3 Ay o b,y by, Dy by,
d3 A3y d33 Ay by, by, [ By Dby,
| 841 84y 843 Gy b, by, | by b44_
810, + 8,0y +ﬁ3b31 + a14b41J 810, + 84,0, "'\isbsz + ai4b42J o @y, +ay,0,, + a0y, +a,b,,
80y, + 8,0, + a23b31 + ag4b41 8y, + 8,00, + azsbsg + ag4b42 o Ay, T80, T80, 8,0,

a31bll + a'32bZl + a33b31 + a34b4l a‘31b12 + a‘32b22 + a‘33b32 + a'34b42
_a4lb11 + a‘42bZl T a43bSl T a44b41 a41blZ T a42bZZ + a‘43l:)32 + a44b42

(o]

a'3lbl4 + a'32b24 + a33bS4 + a34b44

o

a41b14 T a‘42bZ4 T a43bB4 + a44b44_

44



Multiplying Matrices

a, a,| & b, b, b, b,
A 22 Alam JZ?BleZ b:BB124

a a b b D 0
SA 32 33 34 B 32 BB 34
a41 2é’42 aﬁfc?\ 2244_ _b41 2b42 b43 244_

(]

al Bl ;b';:f wRam,

a'3lbl4 + a'32b24 + a33bS4 T a34b44

3@12 %%%%@%BMM_

ailbll + a12b21 T a13 iE 41 12 T a12b22 T aiSb32 + a14 42
24 41

aAE)M T 2b24 b34 + a14 44
a‘21bll + a b + a23 31 21 22+ 225'22 + a‘23b32 + a‘24b42

(o]

(o]

31b11 + a'32bZl + a33bA+ a 1 a’3 12 + 2b22 + a‘33b32 + a'34b42

+
8,00, + 8,005 + 8,0y, *25‘44 4%1 a41b1222 a42%;2 8,505, +a,0,,

o

45




Simple Divide and Conqguer

A | A By | By
Aoy A, By | By

A1B1tALBy | ApBio,tALB,,

Ag1B11tABs | A, BL,+A,,B,,

e T(n) =8T(n/2) +4 (2)2 = 8T (n/2) + n?
So, T(n) = 0(n'°828) = @(n3)

46



Strassen’s Divide and Conquer Algorithm

« Strassen’s algorithm

Multiply 2 X 2 matrices using 7 instead of 8
multiplications (and 18 additions)

T(n) = 7T (g) +18n
Hence, we have T(n) = 0(n!°827).
= T| — Useful when n~500.
P
e One of the most important open problem:

| Solve matrix multiplication in 0(n%log®¥n) time

ppersmith, Winogmd Stothers
W 47

1950 1960 1970 1980 1990 2000



Strassen’s Divide and Conquer Algorithm

Naive Strassen

Ci1=A{1B;1 +A:B5; M, := (A11 + As3)(B11 + Bas)
, ? ’ ’ ’ M; := (A1 + Az2)B1;

Ci2=A11B12 +A12Bs> M; = A11(Bys — Byy)

Co1 =A21B;; +A:2By, My := A2(B2y — Bi,)

M; = (A1,1 + A1,2)B2,2
Mg := (Az1 — A11)(B11 + B12)
M; := (A2 — Az2)(Ba1 + Bas)

Coo =A31B12+A22Bs>

Ci1=M; +My; - M5 + My
Ci2 = M3 + M5
Co1 =M, + My
Coo =M; — M, + M3 + Mg

How did Strassen come up with his matrix multiplication method?

Stackexchange: I've been told no-one really knows, anything would be mainly speculation. 48



