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Adapted from Hunter Schafer’s slides




Administrivia Timeline:

Last Week: Intro to Classification, Logistic Regression

This Week: Non-Parametric Classification Methods, Ensemble
Methods

Next Week: Neural Networks, Deep Learning

Deadlines:

HW3 due tomorrow, 7/19 11:59PM

HW4 released Wed 7/20, due Tues 7/26 11:59PM
Programming component is on Kaggle, groups of < 2
Partner assignments have been emailed to those seeking
partners
Concept is still individual

Learning Reflection 5 due Fri, 7/22 11:59PM




Recap &
Addressing LR
Concerns




Suppose we trained a classifier and computed its confusion matrix on
the training dataset. Is there a class imbalance in the dataset and if so,
which class has the highest representation?
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Probability
Classifier
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Idea: Estimate probabilities P(ylx) and use those for prediction

P (\[ =+ |x ,vé\
Probability Classifier N

: review
Input x: Sentence from review

Estimate class probability P(y = +1]|x)

f P(y = +1]x) > 0.5: E&=4Wwreshold
+1

A
Il

Else:
-1

A
Il

Notes:

Estimating the probability improves interpretability.
Unclear how much better a score of 5 is from a score of 3.
Clear how much better a probability of 0.75 is than a
probability of 0.5



Connecting
Score &
Probability

Score(x;) = wlh(x;)
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Logistic
Regression
Model
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P(y; = +1|x;,w) = sigmoid(Score(xi)) =

Logistic Regression Classifier
Input x: Sentence from review
Estimate class probability P(y = +1|x, W) = sigmoid(WT h(x;))

If P(y = +1|x, W) > 0.5:
y=+1
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Maximum
Likelihood
Estimate
(MLE)

\og(ad) = \og(x) * \o5L%)

Find the w that maximizes the likelihood

n
@ = argmax (w) = argmax | | POilx,w) e (r=~tl].
w w ._ o -
1=1 % \“: \'i:*
’) p(7‘. = - \\ #0}'
Generally, we maximize the log-likelihood which looks like else

n NN
w = argmaxf(w) = argmaxlog(#(w)) = argmaxz log(P(y;|x;, w))
w w w =1

Also commonly written by separating out positive/negative terms
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Gradient
Ascent

Moxivarre = aScewd
Minimaite = Aescomt

Gradient ascent is the same as gradient descent, but we go “up the hill”.

start at some (random) point w® when t=0

while we haven’t converged

wttD « w® 4 nV{’SW(t))

tet+1 J 5 Gvodient o8 kkekhood

| ecwvrwine, raole

This is just describing goirTg up the hill step by step.

71 controls how big of steps we take, and picking it is crucial for how well
the model you learn does!




@ Poll Everywhere

Match the below lines to the following labels:
“Very High Learning Rate” .
Fiadd  rioyt-

Th|nk & “High Learning Rate”

“Good Learning Rate”
“Low Learning Rate” Wiy \,\\’ pev Porondr.
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Py = +1|x) =
Plotting

Probabilities

1.0

P(y=+1|x)
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Some Details

Why do we subtract the L2 Norm?

w = argmaxf(w) — /1||W||§
w

Sw\o-\ conCcH+

How does A impact the complexity of the model?

Some. S Qi‘c)oﬁ

How do we pick A?

Validarion C\/

/



Parametric vs.
Non-
Parametric
Methods
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Parametric vs. Non-Parametric Methods - >
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: e Linear Regression = assume the data is linear
Parametric Methods. * Logistic Regression = assume probability has the shape of of a
make assumptions about logistic curve

the data distribution * Those assumptions result in a parameterized function family.
Our learning task is to learn the parameters.

Non-Parametric  K-NN, Decision Trees

Methods: (mostly) don’t e We're still learning something, but not the parameters to a
: : function family that we’re assuming describes the data.
make assumptions about

o

M - e Useful when you don’t want to (or can’t) make assumptions
the data distribution about the data distribution.




K-Nearest
Neighbors

16



@ Poll Everywhere

Consider the below dataset. Consider a new patient, with a
temperature of 99°F and a runny nose. What illness would you

Th|nk 8 predict for them?
Treinmi ey Octa
1 min Temp Runny Nose? | lliness
98.0 Y Cold
98.6 N Cold New Patient:
98.9 Y Flu Temp Runny Nose?
99 Y Cold 99.0 Y
99.5 Y Flu
101.2 N Flu




@ Poll Everywhere

Consider the below dataset. Consider a new patient, with a

G rou 8& g temp?erature of 99°F and a runny nose. What illness would you
p £ predict for them? C o) A\?

1.5 min Temp | Runny Nose? | lliness N N
98.0 Y Cold
98.6 N Cold New Patient:
98.9 Y Flu Temp Runny Nose?
99 Y Cold 99.0 Y
99.5 Y Flu :
101.2 | N Flu SATY

O3-NN




NPAY

Nearest Big Idea: Label 9\point with with the class of its nearest point(s)!
Neighbors

Overview During training, just store the entire dataset {(x;, y; )}i=;.
When predicting, for every query example x,

Find the nearest point(s) to x,
Output the (majority) label of those point(s)




k-Nearest Given a query point x,:

\ e|gh bors Compute its distance to every point in the training set

AIgO rlth m Get the k points that are closest to x,

Count the instances of each label amongst the k closest points

Output the majority label amongst the k closest points




grew syt ~\ine
3-NN J ishemee
@ Poll Everywhere
You are classifying the highlighted point using L2 (Euclidean)
. distance, and k = 3. What class do you classify it as? o
. (0,2) (2.9)
1.5 min 2R —*R
(05,1.5) (1,1.5)
s R
(1,1)
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(0,0.75) e
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@ Poll Everywhere

You are classifying the highlighted point using L2 (Euclidean)

8 g distance, and k = 3. What class do you classify it as?
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1-NN Decision
Boundaries:
Voronoi
Diagram



https://kevinzakka.github.io/2016/07/13/k-nearest-neighbor/

K-Nearest
Neighbors:

Hype I- What value of k should we use?

How do we define distance?

paramters




*  Numeric: data described by a number (quantitative)
Types of - Discrete: cannot be subdivided
- e.g., number of bedrooms

Features

- Continuous: can be subdivided
- e.g., area of the house
- Tricky Case: house price? (don’t divide further than penny)
- Rule of Thumb: if the discreteness is caused by units of
measurement, as opposed to the quantity being measured, treat
it as continuous!

= Categorical: data described by a category (qualitative)
- Ordinal: has an order
e.g., school quality (good / okay / poor)
e.g., survey response (agree / neutral / disagree)
- Nominal: doesn’t have an order
- e.g., nearest school type (public / private / charter)




E ncodinas

|V| a kl ng All ML models we’ve learnt so far require input features to be
. numbers!
Categorical
Ordinal: Assign each value to a number:
Featu res e.g.,good =1, okay =0, poor=-1

Qua ntitative Nominal: One-hot encoding, make each value its own binary
feature!
In section, you saw a one-hot encoding of “County”

School | House School - | School - | School - | House
Price Public Private Charter Price
Public | $500K 1 0 0 $500K
Private | $750K - 0 1 0 $750K
Charter | $600K 0 0 1 $600K
Public | $700K 1 0 0 $700K




. Ev\coc\e_
DISta nce 1. Featurize / Vectorize / EmbecKche data

- i.e., convert each row into a numeric vector

2. Use a common distance metric

- Euclidean Distance (e.g., L2 norm)
2 - Gets the straight-line distance between two vectors

Ausk (G, 4D Gay v =36 )t « vy

- Manhattan Distance (e.g., L1 norm)

- Gets the axis-aligned distance between two vectors
L 0\3$*((¥,,yb,(v,,y§: er#,\Jfly,-y,_\

- Cosine Similarity
- Gets the cosine of the angle between two vectors
- Common for featurized text data (e.g., Bag of Words)
- distance = 1 —similarity




Choosing k

What is the lowest value of k we can have?

K= - Sensitve to wnoitse
~ move \ively 3o over®:

What is the highest value of k we can have?
K=wn — Same os Majority Clegs
C lagE cier‘

How do we choose k? Validation set or cross-validation!



1-nearest neighbours

L-oc)\ st i Recyession
Aec—\‘s ioN \OQ v\V\ACMP\f

( wHhoud  Sectuve
€ NSHINEC-Ina)
20-nearest neighbours

1-NN vs. k-NN

Source: https://kevinzakka.qgithub.io/2016/07/13/k-nearest-neighbor/



https://kevinzakka.github.io/2016/07/13/k-nearest-neighbor/

. Pros:
- Training is fast (don’t need to compute anything, just store

K_Nea rest the dataset)

. - Doesn’t make assumptions about the data distribution.
Nelgh borS - Canlearn a non-linear decision boundary
Pros/Cons - Canreadily do multi-class classification (unlike Logistic

Regression)

- Prediction is slow (must search through the whole dataset)
- Large memory usage.

=  NOTE: k-NN can be used for regression as well!

Y A

price (S)

<V

sq.ft.
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Decision Trees

34



How Do We COVID-19 Self-Guide * * &

Mak Decision Tree
aKe
Decisions? Bk ST (revr oo vy mesting

No:le5

ON

Are your symptoms severe?

Testing is not s
needed. If you (o]
close contact with
someone who has Call your Are you over 60 or do you have an
COVID-19, stay doctor underlying medical condition like
/ home and monitor diabetes, cancer or heart disease?
symptoms for or
e«c 14 days. call 911. z
o
nodes
There is no treatment or cure for COVID-19. For most people, the
iliness is generally mild and can be safely managed at home. Testing m.u':mo'm Call your
is only indicated for individuals who are at risk of serious iliness, like 72 doctor to
people over 60 or with underlying medical it's imp: onset and d :
that we follow these testing guidelines to protect healthcare hours after fever is gone etermine
workers and avoid spreading the virus in our communities. Everyone, and symptoms improve if testing
regardless of whether they have symptoms, should practice social (whichever is longer) to avoid : A
‘dlstanclngandgoodhandhyphna. getting anyone else sick. is needed.
4d

https://www.holzer.org/coronavirus-covid-19-updates/



https://www.holzer.org/coronavirus-covid-19-updates/

What makes a
loan risky?

| want to buy a
new house!

Loan
Application

Credit History
1. 0. 0.0 ¢

Income
* %k

Term
1. 0.0.0 .6 ¢

Personal Info

* kK



Credit history
explained

Did | pay previous
loans on time?

Example: excellent,
good, or fair

Ordinal feature

>

Credit History
1. 0. 0.0 ¢

Income
* %k

Term
1. 0.0.0 .6 ¢

Personal Info
* % K




Income

What’s my income?

Example:

S80K per year

Numeric feature

Credit History
1. 0. 0.0 ¢

Income
* %k

Term
1. 0.0.0 .6 ¢

Personal Info
* % K




Loan terms

Credit History

How soon do | need to

pay the loan? lafiallale
Income
Example: 3 years, 'S ® ¢
5 Years,wa \
Term
Numeric Feature jafafafolel
N atinal

Personal Info

* kK




Personal
information

Age, reason for the loan,

marital status,...

Example: Home loan for a

married couple

\

Credit History
1. 0. 0.0 ¢

Income
* %k

Term
1. 0.0.0 .6 ¢

Personal Info
* % K




Intelligent
application

Loan
Applications

Intelligent loan application
review system




Classifier
review

Loan
Application
Output: ¥ =
Input: X Predicted ‘_

class v.=-1




N = 94 Ar»"«poiv\\'s J 0= fearure

Data (N observatio&s, 3 features) Lo&e.\
7\
Credit Term Income y
excellent 3yrs high safe
fair 5yrs low risky
fair 3 yrs high safe
poor 5yrs high risky
excellent 3yrs low safe
fair 5yrs low safe
poor 3yrs high risky
poor 5yrs low safe
fair 3yrs high safe

Evaluation: classification error

Many possible decisions: number of trees grows exponentially!




Decision Trees

= Root No)\e.

credivx | incore Yery
Cpaof‘ \ouo, %‘/’-‘l
E Ga\f‘ I k"b\'\ §1(3

excellent @
\L fair
high
3 years ears

R|5ky ‘ Safe ’ @

3 years 5 years

Safe

Low 3

———

Risky Safe

Branch/Internal node: splits into possible values of a feature

Leaf node: final decision (the class value)



@ Poll Everywhere

For each feature below, identify whether it is:
numeric discrete

Think & humeric continuous

categorical ordinal

categorical nominal

1 min
Income | Highest | Credit Score | Zip-Code Num Loan
Degree Dependents Risk
$110K | High Fair 98105 1 Safe
School
$50K BS Poor 97122 5 Risky
$75K JD Excellent 35012 2 Safe




@ Poll Everywhere

For each feature below, identify whether it is:

T é. o af}er-
82 numer!c dlscr-ete OSSN * hase :
GI’Oup 88 numeric contmuous/7 e ~bnod oo MND
categorical ordinal =)
2 min categorical nominal Nawevic N
n A\ . - H
Cov"" voul NowiM\ /)Or w\o.\ /)Now\(m‘\ /)D.saca-c "or'
/ Vi / ,/ / Wi
Income | Highest | Credit Score | Zip-Code Num Loan
Degree Dependents Risk
$110K | High Fair 98105 1 Safe
School
$50K BS Poor 97122 5 Risky
$75K JD Excellent 35012 2 Safe




Growing Trees

49



Visual
Notation

Loan status: Safe Risky

Root
6 3 <= # of Riskyloans

# of Safe loans
N =9 examples




Decision
stump:
1 level

excellent

fair

fair

poor

excellent

fair

poor

poor

fair

Loan status:
Safe Risky

excellent
2 0

t

Subset of data with
Credit = excellent

Root
6 3

Split on Credit

Credit?

fair
3 1

t

Subset of data with
Credit = fair

poor
1 2

t

Subset of data with
Credit = poor




Making For each leaf node, sety = majority value

predictions
Loan status: Root
Safe Risky
excellent falr

2 0
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How do we select the best feature?

Choice 1: Split on Credit

Choice 2: Split on Term

Loan status:
Safe Risky

Root
6 3

Credit?

excellent
2 0

fair
31

Loan status:
Safe Risk Root
y 63
3 years

5 years
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Calculate the node values.

Choice 2: Split on Term

Credit Term Income y
excellent 3yrs high safe
fair 5yrs low risky
fair 3yrs high safe
=5
poor 5yrs high risky
‘
excellent 3yrs low safe
fair 5yrs low safe
\
poor 3yrs high risky
poor 5yrs low §3f_q
fair 3yrs high safe

Loan status:
Safe Risk Root
y 63
3 years
4

5 years

LT
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How do we select the best feature?

Select the split with lowest classification error

Choice 1: Split on Credit

Choice 2: Split on Term

Loan status:
Safe Risky

Root
6 3

Credit?

excellent
2 0

fair
31

Loan status:

] Root
Safe Risky 6 3
3 years
4 1

5 years
2 2




How do we measure effectiveness of a split?

Loan status:

Safe Risky

Root
6 3

Credit?

excellent

56

fair

poor

D 2

cisV%y

Idea: Calculate classification error
of this decision stump

/ Error at a node

= # mistakes in each child node
# data points at the node




Calculating classification error

Step 1:y = class of majority of data in node
Step 2: Calculate classification error of predicting y for this data

Loan status:
Safe Risky

6 correct 3 mistakes

Tree Classification error

(root) 0.33

¥ = majority class

57
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Choice 1: Split on Credit history?

Does a split on Credit reduce
classification error below 0.33?  Loan status:

Safe Risky 6 3

excellent
2 0

Root

<>

fair
31

Choice 1: Split on Credit




Split on Credit: Classification error

Choice 1: Split on Credit

Loan status: Root
Safe Risky 6 3

<>

excellent fair oor -
2 @ é
Tree Classification error

é (root) 0.33

T T T Split on credit 0.22

0 mistakes 1 mistake 1 mistake

59
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Choice 2: Split on Term?

Choice 2: Split on Term

Loan status:
Safe Risky

Root
6 3

3 years
4 1

5 years
2 2




Evaluating the split on Term

Choice 2: Split on Term

Loan status: Root
Safe Risky 6 3

5 years
(D2
(root) 0.33
T Split on credit 0.22

1 mistake 2 mistakes Split on term 0.33



Tree Classification
Choice 1 vs Choice 2: error

Comparing split on credit vs (root) 0.33
term Xb split on credit 0.22
split on loan term 0.33
Choice 1: Split on Credit Choice 2: Split on Term
Loan status: Root Loan status: Root
Safe Risky 6 3 Safe Risky 6 3

““"1 WINNER sy




Split Selection Split(node)
o Given M, the subset of training data at a node

o For each (remaining) feature h;(x):
o Split data M on feature h;(x)

o Compute the classification error for the split

o Chose feature h*(x) with the lowest classification error




Roo+t

BuildTree(node) N
GFEEdy o If termination criterion is met: \CW».
& Recursive o Stop 4 \)
Algorithm o Else:
o Split(node) J

o For child in node:
BuildTree(child)

O

Vecurgive




Decision tree

expansion. Loan status: Root
1 level Safe Risky 6 3

/\/ Split on Credit
Cr.evdit?
excellent fair poor
2 0 3 1 1 2

t t t

Subset of data with Subset of data with Subset of data with
Credit = excellent Credit = fair Credit = poor




Termination
Criteria

For now: Stop if all the points are in one class

Is.o?n F:.t:;l(tus: Root
afe Risky 6 3
excellent fair poor
2 0 3 1 2 1
) All data points are Safe
nothing else to do with this
T subset of data

Leaf node



Tree Learning
= Recursive
Stump
Learning

Loan status:
Safe Risky

Root
6 3

excellent
2 0

@

fair
3 1

l

Build a decision subtree
with subset of data
where Credit = fair

poor
2 1

l

Build a decision subtree
with subset of data where
Credit = poor




Second level

Loan status: ’6‘°°3t
Safe Risky
excellent fa|r poor
2 0
: : Iow
3 years 5 years

Build another subtree for
these subset data points




What predictions should the below decision tree output for the

0 PO" EveryWhere following datapoints?
. Loan status: Root
Thlnk 2 Safe Risky °
1 min
excellent fa”- poor
2 0

Credit Income

6 — ——

excellent | 3yrs high 3 years 5 years

Iow
fair 5yrs low
poor 3 yrs (missing) é




What predictions should the below decision tree output for the

0 Poll Everywhere following datapoints? Two opproncines Lor
MiSSing  Aata
G 88 o} Loan status: Roet bc’},mpu*"«“°*~
roup 52 Safe Risky (> Trecr i+ & ,
\ avginer" ineonc ¥
. l va g
2 min @
excellent fair poor
2 0 3 1 1 2
Credit Income é M
excellent | 3yrs high —+2 Sake 31vea(;s 5 2veal'rs 8 ig*; 1|°wo

fair 5 yrs low —+ Safe 1
poor 3 yrs (missing) >R ig\eq é



Splitting on
Numeric
Features

Credit

excellent

Term

good

fair

excellent

excellent

good

fair

excellent

good




Threshold Split

for Numeric
Features Loan status: Root
Safe Risky 22 18

/K/ Split on Income
/—H«reskkolx

<$6(ﬁ S= $60K
8 13 14 5

Subset of data with
Income >= S60K




Best
threshold?

Infinite possible

values of t \

Income =t
I
Income < t* : Income >=t"
} : SafeO
Income I i
I Risky O
i
$10K :‘ $120K
I
N~ _U— — N\~ —

RS 1 Sale



Threshold
Between
Points

Same classification error for any
threshold split between v, and vg

Income

$10K

Safe O

. Risky O

e ——

$120K



Safe O

$120K
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Splitting for
Numeric
Features

Step 1: Sort the values of a feature h;(x) :
Let {v,, V,, Vs, ... Vy} denote sorted values

Step 2:
Fori=1...N-1
Consider splitt, = (v, + v;,1) / 2
Compute classification error
Chose the t* with the lowest classification error



Is classification error sensitive enough to different splits?

Issues With
Using — —
Classification 90 10 Same error 90 10
=10/100
Error for
Splitting
70 10 20 O 40 5 50

In practice, people prefer using either Gini Impurity or Information
Gain (not covered in this course) when computing the quality of a

split.




Visualizing the
threshold split

Income Threshold split is the line Age =38

S80K

S40K

SOK




Split on Age >=
38 Income

age< 38 age>= 38

Predict Risky

$80K

S40K

SOK




Each split
partitions the
2-D space

Income Age >= 38
Age< 38 Income >= 50K
!
= 4+
$80K e | + +

»40K T T | Age>=3g ==
|
$OK + =

Age



Each split
partitions the
2-D space

Income
Age< 38
= Income >= 60K
!
580K [

S40K

Age< 38

Income <= 60K

SOK

Age >= 38
Income >= 50K

+ &
SO

L

Bl Age >=38 -
(|
Income < 50K
=

Age

40
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Recall This

Example From

Logistic \ .

Regression 3
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Depth 1: Split
on x[1]

x[2]

x[2]

4
3) -

2 - - - -
i — ++".
of L

g - TR et

o= - + +

252 3 2 -1 0 1 2

x[1]

a

3

2

1

0

35 -4 =3 —2 -1 0

x[1]

1 2

y values Root
-+ 18 13
x[1] < -0.07 x[1] >=-0.07
13 3 4 11




4 y values Root
3 L = - N 18 13
2 - o -
= ! -t *y g
% 0 - + + =
A = Rae
_2 -
254 3 2 -10 1 2 3 x[1]<-0.07 x[1] >=-0.07
x[1] 13 3 4 11
~
B3
x[1] < -1.66 x[1] >= -1.66 x[2] < 1.55 x[2] >= 1.55
7 0 6 3 111 30

x[1]




Same feature
can be used to
split multiple
times

For threshold splits,
same feature can be

used multiple times \

y values
-+

_—

Root
18 13

x[1] < -0.07 x[1] >=-0.07
13 3 4 11
X[1] <-1.66 x[1] >= -1.66 x[2] < 1.55 x[2] >= 1.55
7 0 6 3 111 30




Decision
boundaries at
dlffe rent Decision boundaries can be §
depthS complex!
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Overfitting
Prevention
(Termination
Criteria
Revisited)

Deep decision trees are prone to overfitting.
Decision boundaries are interpretable but not stable ().
Small changes in the dataset leads to big differences in the
outcome.

Overcome overfitting by stopping early:
Stop when the tree reaches a certain depth (e.g., 4 levels)
Stop when a leaf has < some number of points (e.g., 20 pts)
Will use on HW
Stop if a split won’t decrease the classification error by more than
some amount (e.g., 10%)

Fine-tune hyperparameters using a validation set.

Can also prune after growing a full-length tree



Which of the following decision boundaries will the algorithm we
learnt output, if we stop growing the tree at a depth of two?
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. Pros:

Pros/Cons - Easytointerpret
o - Handles numeric and categorical variables without preprocessing
DeC|S|On Tree - No normalization required as it uses rule-based approach

- Can create non-linear decision boundaries
- Can readily do multi-class classification (unlike Logistic Regression)

- Deep decision trees are prone to overfitting
- Only allows axis-parallel decision boundaries

0.0 0.5 1.0

-0.5
1

-1.0




What you can do now:
Understand parametric vs. non-parametric models
Understand different data types and necessary preprocessing steps

K-Nearest Neighbors:
Understand the k-Nearest Neighbor classifier
Make predictions using a k-Nearest Neighbors classifier
Understand pros and cons of a k-Nearest Neighbors classifier

Decision Tree:
Define a decision tree classifier
Interpret the output of a decision trees
Learn a decision tree classifier using greedy & recursive algorithm
Advantages and Disadvantages of a decision tree
Ways to overcome overfitting in decision trees




