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Administrivia

Week 5: Other ML models for classification
Week 6: Deep Learning

Homework 2 due yesterday
Up to Thurs 11:59PM with late days

HW3 Released today, due Tues 7/19 11:59PM

Next week’s homework, HW4, will allow groups of up to 2
for the programming part!
See Ed for information about group formation!

LR4 Due Fri 11:59PM




HW3
Walkthrough




Recap: Intro
to
Classification

Continuing from
Lecs




Sentiment
Classifier

In our example, we want to classify a restaurant review as
positive or negative.

Sentence from B Classifier

review Model

Y}
NecAoriney -\

Input: x Output: y
Predicted class



Converti ng Idea: One feature per word!
Text to

N um be rs Exar_nple: SUShI- was great, tbﬁf,c_’ffl was awesomel__lggt ma
service was terrible”

——

(Vectorizing):

h() h&

Bag of sushi | was | great | the | food | awesome | but | service | terrible

Words S T T N T T

This has to be too simple, right?

Stay tuned (today and Vyéd) for issues that arise and how to
address them © wedl F




Attempt 3: Idea: Only predict the sign of the output!

Linear
Classifier Predicted Sentiment = y = sign( Score(x))

(An other Linear Classifier E av iev Example

VleW) Input x: Sentence from review Score () =1
= Compute Score(x) 9 - x \

= |f Score(x) > 0: < Threshold
- y=+1




Decision
Boundary

Consider if only two words had non-zero coefficients

Word Coefficient

Wy

Weight

0.0

awesome wy

1.0

§=1-#awesome — 1.5 - #awful

E—Swre D0 » J=+

» Hawesome



Classification
Error

Ratio of examples where there was a mistaken prediction

What's a mistake?

If the true la_bel was po§itiveA (y = +1), > (:q\se We 303446_
but we predicted negative (y = —1)
If the true label was negative (y = —1)

) - .+’J
but we predicted positive (§ = +1) > False Positive

Classification Error P A
I wistaes or :‘Li‘ls [ X
:l:tcwamp\fs - 1A

Classification Accuracy A
:ﬂcorrei' - '\:ll—Y!"'iY"T‘\/;1
+ e xawse\PS - n

-~ N - error



For binary classification, there are only two types of mistakes
Confusion §=+1, y=-1
Matrix y=-1 y=+1

Generally we make a confusion matrix to understand mlstakes
Cow\?\e\-t e senrence. ~y preb\c*\on NGCS A ..
Predicted Label

True Positive (TP)

True Label

True Negative (TN)

Tip on remembering: complete the sentence “My prediction was a ...”



Notation

Crp = #TP, Cpp = #FP, Cry = #TN, Cpy = #FN

Binary

Classification N = Cpp+ Cop + Cooy + Con
Measures Np = Crp + Crny Ny = Cpp + Cry
Error Rate True Positive Rate or
Crp + Cry Recall
N Crp
Accuracy Rate N_P
Crp + Cry Precision
N Crp
False Positive rate (FPR) Crp + Crp
@ F1-Score
Ny Precision - Recall
False Negative Rate (FNR) 2 Precison + Recall
Crn
Np

See more!


https://en.wikipedia.org/wiki/Confusion_matrix

Precision &
Recall

Two particularly important metrics in binary classification are:

Precision: Of the ones | predicted positive, how many of them
were actually positive?

How precise is my model in its predictions?
TP/ (TP + FP)
V¥V
> Avnn OU Prec)-’c-\'d Yo be posrive

Recall: Of all the things that are truly positive, how many of them
did | correctly predict as positive?

How good is your model at recalling the patterns in the
training data?

TP/ (TP + FN)
A~

\5 Nuva c\o&'o.eo‘m‘\'s Ay are o\c\ua.\\ﬂ eos'ﬁ-'mc



Precision What fraction of the examples | predicted positive were correct?

Sentences preAdlcted to be pOSltl\gfiu\_““\ \o\oels
= L

'W = | Easily best sushiin Seattle. v

Fo | o [ Only 4 out of 6
TO | et for e 7 Sentences

FP -2 | The service is somewhat hectic. ? B p red I Cted to be
e > mammmy [V positive are
TP _9| All the sushi was delicious. / aCtuaI Iy pOSItlve

Crp “\'

precision = ——— =

Crp + Cpp Yy + 2

()

™ |€




Of the truly positive examples, how many were predicted JPTIRR

positive? Predicted positive y;=+1
| Easily best sushiin Seattle. Iﬁl &-Tp

The seaweed salad was just OK,
vegetable salad was just ordinary.

| like the interior decoration and the. C’-TP

blackboard menu on the wall.

| The service is somewhat hectic.

|
The sushi was amazing, and (=~ TP

the rice is just outstanding.

| All the sushi was delicious. C’ ')' P
Predicted negative ¥;=-1

The seaweed salad was just OK,
vegetable salad was just ordinary.

My wife tried their ramen and 6.. F. N

it was delicious.

Sentences from
all reviews
for my restaurant

The service is somewhat hectic. |

True positive |
My wife tried their ramen and

= sentences: y=+1 it vied et e
yl | The service was perfect. &I e F M

- -
- -

Crp _ Crp u :\_
Np  Crp + Cpy “ (A

recall =




Precision & There is a tradeoff between precision and recall!

Recall

An optimistic model will predict almost everything as positive

High recall, low precision

A pessimistic model will predict almost everything as negative é

High precision, low recall

Want to find many positive

sentences, but minimize risk of

incorrect predictions!! (X ] ’

Finds few positive Finds all positive sentences,
sentences, but includesno but includes many false
false positives positives




= OQ. Peoe\e ku-’ 3
MULtICl,a SS Consider predicting (Healthy, Cold, Flu) u;\(ea;(-*f& Yo \”E\i
. A& peo \e w\Wo
Soniasion “‘"P'§~ \1(:3"‘“\,\,‘7 L. Predicted Label
Matrix ErENAR et

Healthy

Healthy

True Label

S

C.OYf e




Suppose we trained a classifier and computed its confusion matrix
on the training dataset. Is there a class imbalance in the dataset
and if so, which class has the highest representation?

Th IN k g Predicted Label

@ Poll Everywhere

Pupper Doggo Woofer

1 min

True Label

pollev.com/cs416




0 Poll E h Suppose we trained a classifier and computed its confusion matrix
o verywnere on the training dataset. Is there a class imbalance in the dataset
and if so, which class has the highest representation? .
Think 2 R
AL Predicted Label 3% don
2L7% vo wnbolo re g
2 min Pupper Doggo  Woofer Pavc .

5% Ao
“s% "o ’uﬂﬂb‘ oV (

Tovo
} 3% x 'u\‘
Necduse 4

Witk

Fhat
]3 3 ’5 Yo\ el

True Label

pollev.com/cs416




Logistic
Regression

19



Can we use
MSE for
classification
task?

w, X0 9 = s'\gvx(gwe( w, (B awesonme) =S (Haw Cu\ﬂ)

One idea is to just model the processing of finding w based on

what we discussed in linear regression using MSE )
& < 3. = siqn(Score ()
W= argmin—ZH{yi * 9,12
w n n
W
Will this work? \ogslervor

Assume h,(x) = #awesome so w((is its coefficient and w;, is fixed.
\"L()‘) w, \fo.b(

#tawful loss / error

4+  Coax =g
G‘ra&:{}‘

1 Des canx

0 » Wy
O 1 2 3 4 .. fawesome
h, (D




Quality
Metric for
Classification

The MSE loss function doesn’t work because of different reasons:

The outputs are discrete values with no ordered nature, so we
need a different way to frame how close a prediction is to a
certain correct category

The MSE loss function for classification task is not continuous,
differentiable or convex, so we can’t use optimization
algorithm like Gradient Descent to find an optimal set of
weights

Note: Convexity is an important concept in Machine Learning. By
minimizing error, we want to find where that global minimum is,
and that’s ideal in a convex function.

Let’s frame this problem in term of probabilities instead.



P(\/=’l \Y\) PV‘O\:Qy\'\\")--I ey Yhe AFrue \obe\ 'S
()os‘awe 'Qc\r >

Probabilities Assume that there is some randomness in the world, and instead
will try to model the probability of a positive/negative label.

Ply=a 1% Bamples: P (3=l D P(y=-t LA = A

§ y= ) “The sushi & everything else were awesome!”
P(1 \ 75 = P(y =11y Definite positive (+1)
%5 y < -\

P (y =+1 |x = “The sushi & everything else were awesome! ") = 0.99

“The sushi was alright, the service was OK”

Not as sure

P (y =-1 | x = “The sushi alright, the service was okay! ) =0.5

Use probability as the measurement of certainty
P(y|x)




Probability
Classifier

Idea: Estimate probabilities P(y|x) and use those for prediction

Probability Classifier
Input x: Sentence from review
Estimate class probability P(y = +1]x)

If P(y = +1|x) > 0.5: &=+ Wweshold
+1

A
Il

Else:
-1

A
Il

Notes:

Estimating the probability improves interpretability.
Unclear how much better a score of 5 is from a score of
3. Clear how much better a probability of 0.75 is than a
probability of 0.5



Connecti ng Idea: Let's try to relate the value of Score(x) to P(y = +1|x)

Score &
Probability

#awful ) : "y
What if Score(x) is positive?

TE Scoveln) > Ol

Fhern we  woant
A
P(\I: *\ \A >0S

What if Score(x) is negative?
TE Seore (%) &0,
HAen we Loow

PGz vV IDLOS

O 1 2 3 4 - f#tawesome
What if Score(x) is 0?

e N
w A o

e(y:-&-\ \N=0.T




Connecting
Score &
Probability

Score(x;) = wlh(x;)

»

-
«

— 00 yi=-1

|
|
|
|
\ 4

Very sure
yi=-1

Ply;=+1lx) =0

0
|
|
|
|
\4

Not sure if
yi = —1 O'I"j}i = +1

v

»

yi=+1 00

|
|
|
|
\4

Very sure
yi=+1

Plyi=+1x) =1

A

P(y =+11x)

v



Logistic
Function

< (’°°l°°3
Want: a function that takes numbers arbitrarily large/small and

maps them between 0 and 1. M?;;;‘ﬂ'"‘
sigmoid(Score(x)) = T T o—score(® Sigmaid -y =

| - Sibw\di&(%)

Score(x)| sigmoid(Score(x))
1.0
— O o8|
o
_2 U 0.0}
0.1 <
0 E 0.4}
O' & ?‘ 0.2
2 0.38 0.0
" 1.0




Logistic
Regression
Model

1
1+ e WhG)

P(y; = +1|x;,w) = sigmoid(Score(xi)) =

Logistic Regression Classifier

Input x: Sentence from review

Estimate class probability P(y = +1|x, W) = sigmoid(WTh(x;))

If P(y = +1|x, W) > 0.5:
y=+1

Else:
y=-1

©c oS ¢+
o @ O

1
14 e—wT h(x)
o
=




@ Poll Everywhere

Think &

1 min

Ply=+1\x,w) = Siameid (score ()

What would the Logistic Regression model

predict for P(y = —1 |x,w)?

=  "Sushi was great, the food was awesome, but

the service was terrible”
a) =0
b) sigmoid(—2) ~ 0.12
c) =05
d) sigmoid(2) =~ 0.88
e) =1

hs(x) he(x) h;(x)| hg(x) ho(x)
food | awesome | but | service | terrible
1 1 1 1 1

Word Weight
sushi 0
was 0
great 1
the 0
food 0
awesome 2
but 0
service 0
terrible -1




P(\/:+\ \%,w\ = S:gw\m’é (scowe(ﬂ}

@ Poll Everywhere
What would the Logistic Regression model
G 88 g predict for P(y = —1 |x,w)? Word Weight
rOup 8 »  "Sushi was great, the food was awesome, but )
. S sushi 0
the service was terrible
2 min 2) ~0 Score = WS hix) | was 0
b) sigmoid(—2) ~ 0.12 Sl great 1
=l
c) =05 - h
) - 7 the 0
d) sigmoid(2) =~ 0.88 food 0
e) =1
awesome 2
but 0
hs(x) | he(x) | hy(x)| hg(x) ho(x) _
service 0
food | awesome | but | service | terrible
texble -1
1 1 1 1 1




Ply=+11#,0) = sigmerd (scorel))

@ Poll Everywhere
What would the Logistic Regression model
G 88 g predict for P(y = —1 |x,w)? Word Weight
roup 8 »  "Sushi was great, the food was awesome, but h 0
the service was terrible” sush
2 min 2) ~0 Score = W hIx) | was 0
\ﬁ) sigmoid(—2) ~ 0.12 STV e [ oreat 1
=1
c) =05 -
) 0o - 7 the 0
d) sigmoid(2) =~ 0.88 food 0
e) =1
awesome 2
P(Y = ~| \,,(w) = S\%W\oié\ kl\)
but 0
Ply=-1 \x,o) = 1= Ply= vt ) service 0
:\—SRsmoZA (’7.3 :
terrible -1
= Sloym 5id (,’ﬁ




1
1+ e Whe

ML Pipeline P(y = +1|x,W) = sigmoid (#W"h(x)) =

- Historical Bias
- Representation Bias

- Measurement Bias Optimization

algorithm




Show logistic demo (see course website)




55

€ ) Brain Break




1
1+ e Whe

P(y = +1|x,W) = sigmoid (#W"h(x)) =

|

ML Pipeline

€3 VL

P

- Historical Bias
- Representation Bias

- Measurement Bias y Optimization

algorithm




Quality

Metric =
Maximum
Likelihood
Estimate

35



P \ e e- DYRAN YN
Ply=x11x,)= 1+ e ™ (hz o1 by ) = o

|+
Q ua l.lty Metric Want to compute the probability of seeing our dataset for every
— |_| kell hOOd possible setting f%iﬁf.r':i w tt\\_ic::rr‘\akes data most likely!
AN
Data Point  hy(x) h,(x) Choose w to maximize
x @,y @ 2 1 +1 Py® = +1]x @, w)
x @, y@ 0 2 -1 P(y® = —1|x@,w)
*® 3@ 3 3 1 P(Y® = —1[x®,w)
MORYO 4 1 +1 P(y® = +1|x@®,w)

205y = Ly Lo, Plyg 10,0 - Pl Vo) Rl

- _.Y_-‘Y P<7". \ bar :‘*’3




\\'ke\\'\noo)\ of seeing Nor givewn the Prcéidow 1 hig\
\"\Ae\\'\‘\%& o‘c‘ SQCCV\E) Ma oyiven MAQC\'DP 1 \low

Now that we have our new model, we will talk about how to
choose w to be the “best fit”.

The choice of w affects how likely seeing our dataset is

- n
#awful — O\ p,B)> 05 S
P AP ew) = | [Po@1®,w)
=7 é. s cove 70 i
N

1
1+ e-wTh=®)

P(y(l) = +1|x(i), W) =

C/ . ) -wTh(x®)
B‘ -\ [L i Q P(}I(l) = —1|X(l), W) = 11 e—WTh(x(i))
A
© i P(.‘/‘— *\,Y-,w\)()s
Goop
/ >
o 1 2 4 - #awesome

vl \‘g\;\‘,ac)\ 'S Swaco Y\

—————




Maximum
Likelihood
Estimate
(MLE)

\og(ad) = \og(<) ~ \a506)
Find the w that maximizes the likelihood

n
w = argmaxf(w) = argmaxl_[P(yipci,w)
v W=

Generally, we maximize the log-likelihood which looks like

n
w = argmaxf(w) = argmaxlog(#(w)) = argmaxz log(P(y;|x;, w))
w w w =1

Also commonly written by separating out positive/negative terms

n

n
1 1
w= argvrvnax Z In (1 n e—wTh(x)> + z In <1 1y e—wTh(x)>

i=1:y;=+1 (=1:y;=-1

ooy, @ (y .\:*\ \xwd) \ oo, ?L\/ ==\ \», )
Sor pos yerms for  weq Yerwg



Likelihood vs
Error/Loss

In understanding how to measure error for the classification
problem, we want to understand how close a prediction is to
the correct class, which means we want to assign a high
probability for a correct prediction, and low probability for an
incorrect prediction

Likelihood and error are the inverse of each other:

Maximizing likelihood = Minimizing Error



SVT.PPCD

@ Poll Everywhere
Which setting of w should we use?
Thlnk & #awful ,B(W(l)) — 10—5
A L(w@) =10"°
1 min . -
- t(w®) =10"*
v W
-
o >

pollev.com/cs416

#awesome



@ Poll Everywhere

Group 252

1.5 min

pollev.com/cs416

ST PPCD

Which setting of w should we use?

#tawful L(w®) =1075
A L(w@) =10"°
[ -
= t(w®) =10"*
L
-
o >

#awesome



Revisiting
Gradient
Descent/
Ascent

43



1
1+ e Wh®

P(y = +1|x,W) = sigmoid (#W"h(x)) =

|

ML Pipeline

- Historical Bias
- Representation Bias
- Measurement Bias

Optimization
algorithm

~—40




|s Gradient
Descent
Really Used
in Linear
Regression?

No!
It can be, but isn’t in practice.

Linear regression has a closed form solution. The best
weights are:

w=(XXT)"1xTy

You don’t need to know the formula. What you need to know
is that for Linear Regression a closed-form solution, or a
solution we can write out with simple mathematical
expressions, exists.

This is not the case with Logistic Regression.
We must use Gradient Ascent/Descent!



No closed-form solution, have to use an iterative method.

Finding MLE

Since we are maximizing likelihood, we use gradient ascent.

n
w= argmaxl_[ P(yi|x;, w)
Yoo=1

begy
Y

we gt g fo




Gradient
Ascent

Gradient ascent is the same as gradient descent, but we go "up
the hill”.

start at some (random) point w® when t=0
while we haven’t converged

t+1)  y® ©
w wi +nle(w't)

! Y o8 kkelth
¢ £ 1 =) Gvodient © e cod

\ eav'v\\'n& raole

This is just describing going up the hill step by step.

n controls how big of steps we take, and picking it is crucial for
how well the model you learn does!




Learning
Curve

_26DDD T T T T

—28000

—30000

—32000

—34000

—36000

= step size=1.0e-05

Log likelihood over all data points

0 10 20 30 20 50

—38000 '

# of iterations ¢ aradient ascent




Choosing n

Log likelihood over all data points

Step-size too small

—26000

—28000

—30000

—32000

—34000

—36000

= step size=1.0e-06
= step size=1.0e-05

—38000
0

10

20 30

# of iterations

40

50



Choosing n

Log likelihood over all data points

What about a larger step-size?

—26000
—28000
—30000
—32000
—34000
—36000
—38000
—40000
—42000

step size=1.0e-05
step size=1.5e-05

0

10

20 30

# of iterations

40

50



Choosi ng n What about a larger step-size?

Can cause divergence!

g
=
9 —50000¢ 1
S
© —100000 1
=
© —150000 ’
S
_g —200000 = step size=1.0e-06 ||
9 50000 = step size=1.0e-05
% - I = step size=1.5e-05 ||
% 300000/ = step size=2.5e-05 ||
=5 = step size=1.0e-04
= —350000 ' : ' '

0 10 20 30 40 50

# of iterations




Choosing n

Unfortunately, you have to do a lot of trial and error ®

Try several values (generally exponentially spaced)

Find one that is too small and one that is too large to narrow
search range. Try values in between!

Advanced: Divergence with large step sizes tends to happen at
the end, close to the optimal point. You can use a decreasing step
size to avoid this

Mo anwne ali ~S

77t=t



Grid Search

We have introduced yet another hyperparameter that you have to
choose, that will affect which predictor is ultimately learned.

If you want to tune multiple hyperparameters at once (e.g., both a

Ridge penalty and a learning rate), you will need to try all pairs of
settings!

For example, suppose you wanted to try using a validation set
to select the right settings out of:
A€[0.01,0.1,1,10,100] = S

n, € [0.001,0.01, 0.1, 1%1—;’] 5 ¢
You will need to train 30 different models and evaluate each

onel

Tren S:6=20 oS



@ Poll Everywhere

Think &

1 min

log likelihood

SKI PLO

Match the below lines to the following labels:
“Very High Learning Rate”
“High Learning Rate”
“Good Learning Rate”
“Low Learning Rate”

——

>

# iterations



ST PPCD

@ Poll Everywhere |
Match the below lines to the following labels:

8 g “Very High Learning Rate”
Group gg “High Learning Rate”
“Good Learning Rate”
“Low Learning Rate”

2 min

E—

log likelihood

>

# iterations




Likelihood vs. A
Loss

Very high learning rate

Low learning rate

Loss

High learning rate

= Good learning rate

Epoch #




Overfitting -
Classification

57



Lireav
More Features Like with regression, we can learn more complicated models by
including more features or by including more complex features.

Instead of just using
h,(x) = #awesome

h,(x) = #awful

We could use
h,(x) = #awesome
h,(x) = #awful
h;(x) = #awesome?

h,(x) = #awful?




Decision
Boundary

wlh(x) = 0.23 + 1.12x[1] — 1.07x[2]

Coefficient
Value
learned

h(x) 1 0.23

hy(x) x[1] 1.12

h,(x) x[2] -1.07
4 4
3 - - 3
2} - - - - 2
- 11" -t * = 1
- ol - + & —+#q < 0
-1t - "k o + -1
DY - + + -
-3 -3

-5 -4 -3 -2 -1 0

x[1]

1

2 3

-5 =4 -3 =2 -1 0 1 2 3
x[1]



Decision
Boundary

wTh(x) = 1.68 + 1.39x[1] —

Coefficient
learned

ho(X) 1.68
h,(x) x[]_] 1.39
h,(x) x[2] -0.59
hs(x) (x[1]) -0.17
ha(x) (x[2])? -0.96
- - +
_ - _ o+ ++ -

-5 -4 -3 -2 -1 0 1 2

x[1]

3

0.59x[2] — 0.17x[1]? —

0.96x[2]?

=5 -4 -3 -2 -1 0
x[1]



Decision
Boundary

Coefficient
Feature | Value
learned

ho(x)
h,(x)
hy(x)
hs(x)
hy(x)
hs(x)
hs(x)
hs(x)
hg(x)
hg(x)
hyo(x)
hy, (x)
hy,(x)

1
x[1]
x[2]

(x[1])2

(x[2])?

(x[1])

(x[21)*

(x[1))*

(x[2])*

(x[1])°

(x[21)>

(x[1])®

(x[21)s

21.6
5.3
-42.7
-15.9
-48.6
-11.0
67.0
1.5
48.0
4.4
-14.2
0.8
-8.6

x[2]

S H N W B

-1
-2
-3

wlh(x) = -

-5 -4 -3 -2 -1 0 1 2

x[1]

4
3
2
— 1
~

% 0

-1
-2

B S 210 12

x[1]



Decision WTh(x) = --
Boundary

Coefficient
Value
learned

ho(x) 1 8.7

hy(x) x[1] 5.1

h;(x) x[2] 78.7

hu(x)  (x[1])° 7.5

h(x)  (x[2])8 3803 . .

hy3(x) (x[1])? 21.1 3 i B 5

hat)  (x[2) -2406 2 T e - " 2

= Y -t tp g o 1
0 p + - X 0

hy(x)  (x[1])¥ -2*10° N - =kt .

haglx)  (x[2])2° -0.15 2|~ - + + 5

hylx)  (x[1])2° -2*108 T e e

hglx)  (x[2])*° 0.03 x(1] x(1]




Overfitti ng Just like with regression, we see a similar pattern with complexity

Classification

Error True
A Error
Train
Error
>
Low Complexity High Complexity

1.,\ +\is COSC, ComP\?\L}‘\'\' = ?o\\/nom'-a\
Ae%ree




Effects of
Overfitting

1+ e W”h(x)

The logistic function become “sharper” with larger coefficients.

W, 0
W#awesome +1
Wiawful -1

0.4

0.2

. — e m—— ~~ .=

0.0

-6 -4 -2

li] ) 2 4
H#awesome - #awful

W, 0
W#awesome +2
Wiawful -2

-4 -z 04,2 4 &

#tawesome - #awful

What does this mean for our predictions?

1+ e W”h(x)

Wy 0
W#awesome +6
Wiawtul -6

1.0 »
0.8 I
06 :
0.4 i
0.2 H
Ss—=r =2 o2 & s

#tawesome - #awful

Because the Score(x) is getting larger in magnitude, the
probabilities are closer to O or 1!



Py = +1|x) =

Plotting
Probabilities

P(y=+1|x)

-
X
—
+

P(y=




SWT PPCD

What ideas do you have for preventing overfitting in Logistic
Regression?

Think & (Many possible answers)

@ Poll Everywhere
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L2 Regula rized Just like in regression, can change our quality metric during
Logistic training to lower the likelihood of learning an overfit model

Regression W = argmax £(w) /—lllwllz
SubTracr A\e penaHy

Regularization A=0 A =0.00001 A=0.001 A=1
faogs of 3170 to 3803 8.04t012.14 0.70t0 1.25 0.13t0 0.57
coefficients

Decision

Learned
probabilities




Some Details

Why do we subtract the L2 Norm?

w = argmaxf(w) — /1||W||§
w

How does 4 impact the complexity of the model?

Some. S Qi‘c)oﬁ

How do we pick 4?

Validarion C\/
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Other
Regularization
Penalties?

Could you use the L1 penalty instead? Absolutely!

W = argmax £(w) — /1“W||1
w

This is L1 regularized logistic regression

It has the same properties as the LASSO

Increasing A decreases ||v’|7||1

The L1 penalty favors sparse solutions



@ Poll Everywhere

Think &

1 min

Max wants to find the best Logistic Regression model for
a sentiment analysis dataset by tuning the regularization
parameter A € [0,1072,1071,1,10] and the learning rate
n € [107%,1075,107%,1073]. He does the following:
Runs cross-validation on 1 to get the best value for
the regularization parameter.
For that value of 4, run cross-validation on n to get
the best value for the learning rate.

After running this procedure, he is convinced he has the
best Logistic Regression model for his dataset, given the
hyper-parameter values he wanted to test.

What did Max do wrong?
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Max wants to find the best Logistic Regression model for
& 8 a sentiment analysis dataset by tuning the regularization
GI’OUp S Jo parameter A € [0,1072,1071,1,10] and the learning rate
n € [107%,1075,107%,1073]. He does the following:
Runs cross-validation on 1 to get the best value for
the regularization parameter.
For that value of 4, run cross-validation on n to get
the best value for the learning rate.

2 min

After running this procedure, he is convinced he has the
best Logistic Regression model for his dataset, given the
hyper-parameter values he wanted to test.

What did Max do wrong?




Theme: Details of logistic classification and how to train it
Ideas:

Predict with probabilities

Using the logistic function to turn Score to probability

Logistic Regression

Minimizing error vs maximizing likelihood

Gradient Ascent

Effects of learning rate

Overfitting with logistic regression
Over-confident (probabilities close to O or 1)
Regularization




