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Upcoming 
Deadlines

TOMORROW Tues 8/16 11:59PM: HW7 due
- NO LATE DAYS!!!

Wed 8/17 9AM: Final Exam released

Thurs 8/18 11:59PM: Final Exam due
- NO EXTENSIONS!!!

Fri 8/19 11:59PM: Guest lecture extra credit
- Worth 1 Conceptual Homework (3.57% of your grade)
- Submit on Gradescope.

No course work will be accepted after Fri Aug 19 11:59PM 
- e.g., late checkpoints
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Final Exam 
Logistics

Released Wed 8/17 9AM, Due Thurs 8/18 11:59PM

On Gradescope, completed individually

Expected Length: 2 hours (with time pressure)
- You can take it for any subset of the 38 hours 59 mins it 

is released, including in multiple sittings.

Allowable Resources:
- Your Learning Reflections
- Lecture Slides & Personal Notes
- Checkpoints
- HW Assignments

Disallowed Resources:
- Google / the Internet
- Your peers

Getting Help:
- Office hours are canceled Wed-Fri!
- We will only respond to EdSTEM questions on logistics 

and clarifications
- All EdSTEM responses will be public. 3



Final Exam 
Format

11 questions, each with several subquestions

~45 subquestions total
- ~ 1/3 Free Response
- ~ 1/3 Numeric Calculations
- ~ 1/3 Multiple Choice Questions
- (One question asks you to upload a file, other questions 

give you the option to upload a file showing your work)

All Conceptual
- Think of it like a cumulative conceptual assignment

15% of your course grade

BE SURE TO SAVE YOUR ANSWERS FREQUENTLY!
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Tips on 
Taking the 
Final Exam

Take-home exams are like a gas; they expand to fill all the time 
you give it!

- You can overthink every question, you can cross-reference 
course material for every question. This is not something 
you’d do for an in-class exam.

To avoid this exam from taking up all your time:
- Set a maximum amount of time you’ll spend on the final. 

(e.g., 3 hours? 4 hours? Your choice.)
- First pass:

- Set a timer for 2 hours
- Take it under time pressure. Submit your best answer 

given the time constraints.
- Note down which questions you’re less sure about.

- Remaining pass(es):
- Revisit the questions you were unsure about, try 

them with more time.
- Submit and stop thinking about the exam when the max 

time has elapsed! At some point, spending more time won’t 
help. 5



pollev.com/cs416

ThinkThinkThink
There is extra credit available on the final if you complete the course 

evals.

Take 5 minutes right now to complete course and section evals:

- Course: https://uw.iasystem.org/survey/261325

- Section AA/BA (Wuwei): https://uw.iasystem.org/survey/261326

- Section AB/BB (Karman): https://uw.iasystem.org/survey/261327

- Section AC/BC (Max):  https://uw.iasystem.org/survey/261189
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5 mins

https://uw.iasystem.org/survey/261325
https://uw.iasystem.org/survey/261326
https://uw.iasystem.org/survey/261327
https://uw.iasystem.org/survey/261189


Course 
Recap
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pollev.com/cs416

Group
Let’s use the ML Pipeline to classify the concepts we’ve learnt 
in the course so far! 

For each component of the ML Pipeline below, contribute to 
the PollEv word cloud regarding what concepts fir into that 
component! (1 min each)

- Pre-Processing
- ML Models
- Quality Metrics
- Optimization Algorithms
- Concepts that don’t fit neatly into one category of the 

pipeline
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One Slide
Regression
Overfitting
Bias-Variance tradeoff
Training, test, and validation 
error
Cross validation
Ridge, LASSO
Standardization
Gradient Descent
Classification
Text Encodings (BoW, TF-
IDF)
Logistic Regression
Social Bias & Fairness in ML
k-NN Classification
Decision Trees
Random Forests
AdaBoost
Precision and Recall
Handling Missing Data

Neural Networks
Convolutional Neural 
Networks
Transfer Learning for deep 
neural networks
Unsupervised v. supervised 
learning
k-means clustering
Hierarchical clustering
Dimensionality reduction, 
PCA
Recommender systems
Matrix factorization
Coordinate descent
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STAT/CSE 416: Intro to Machine Learning

Case Study 1:
Predicting house prices
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STAT/CSE 416: Intro to Machine Learning

Regression
Case study: Predicting house prices

• Linear regression
• Regularization: 

Ridge (L2), Lasso (L1)
Models

Including many features:
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- …
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STAT/CSE 416: Intro to Machine Learning

Regression
Case study: Predicting house prices

• Gradient descentAlgorithms

ŵ

RSS(w0,w1) = 
($house 1-[w0+w1sq.ft.house 1])2

+ ($house 2-[w0+w1sq.ft.house 2])2 + 
($house 3-[w0+w1sq.ft.house 3])2 + … 
[include all houses]
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MSE

STAT/CSE 416: Intro to Machine Learning

Regression
Case study: Predicting house prices

• Gradient descentAlgorithms

ŵ

RSS(w0,w1) = 
($house 1-[w0+w1sq.ft.house 1])2

+ ($house 2-[w0+w1sq.ft.house 2])2 + 
($house 3-[w0+w1sq.ft.house 3])2 + … 
[include all houses]
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STAT/CSE 416: Intro to Machine Learning

Regression
Case study: Predicting house prices

• Loss functions, bias-variance tradeoff, 
cross-validation, sparsity, overfitting, 
model selection
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Regression
Case study: Predicting house prices

• Loss functions, bias-variance tradeoff, 
cross-validation, sparsity, overfitting, 
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STAT/CSE 416: Intro to Machine Learning

Case Study 2:
Sentiment analysis

Data
ML

Method
IntelligenceClassification
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Sushi was awesome, 
the food was awesome, 
but the service was awful. 
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STAT/CSE 416: Intro to Machine Learning

Classification
Case study: Analyzing sentiment

• Linear classifiers (logis?c regression)
• Mul?class classifiers
• Decision trees
• Boosted decision trees and random forests

Models
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STAT/CSE 416: Intro to Machine Learning

Classification
Case study: Analyzing sentiment

• Boosting
• Learning from weighted dataAlgorithms
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Classification
Case study: Analyzing sentiment

• Decision boundaries, maximum likelihood 
estimation, ensemble methods, random 
forests

• Precision and recall
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STAT/CSE 416: Intro to Machine Learning

Case Study 4:
Image classification

Data
ML

Method IntelligenceDeep Learning
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STAT/CSE 416: Intro to Machine Learning

Deep Learning
Case study: Image classification

• Perceptron
• General neural network
• Convolutional neural network

Models
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STAT/CSE 416: Intro to Machine Learning

Deep Learning
Case study: Image classification

Forward 

Gradient / Backprop

• Convolutions
• Backpropagation (high level only)Algorithms

STAT/CSE 416: Intro to Machine Learning

• Activation functions, hidden layers, 
architecture choicesConcepts

Deep Learning
Case study: Image classification

STAT/CSE 416: Intro to Machine Learning

Deep Learning
Case study: Image classification
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STAT/CSE 416: Intro to Machine Learning

Case Study 3:
Document retrieval

Data
ML

Method IntelligenceNearest
neighbor

4:
Document Clustering & Analysis

STAT/CSE 416: Intro to Machine Learning

Case Study 3+:
Document structuring for retrieval

Data
ML

Method IntelligenceClustering

SPORTS WORLD NEWS

ENTERTAINMENT SCIENCE



STAT/CSE 416: Intro to Machine Learning

Classification
Case study: Analyzing sentiment

• Boosting
• Learning from weighted dataAlgorithms
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STAT/CSE 416: Intro to Machine Learning

Clustering & Retrieval

Case study: Finding documents

• Nearest neighbors

• Clustering

• Hierarchical clustering

Models

query article

set of nearest neighbors

SPORTS WORLD NEWS

ENTERTAINMENT SCIENCE
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…

● Clustering
● Mixture Models
● Hierarchical Clustering

STAT/CSE 416: Intro to Machine Learning

Clustering & Retrieval
Case study: Finding documents

• Distance metrics, kernels, 
approximation algorithms, 
dimensionality reduction

Concepts
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Clustering & Retrieval

Case study: Finding documents

• Nearest neighbors

• Clustering

• Hierarchical clustering
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Clustering & Retrieval
Case study: Finding documents

• k-means
• Locality-sensitive hashing (LSH)
• NN regression and classification
• Kernel regression
• Agglomerative and divisive clustering
• PCA

Algorithms
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STAT/CSE 416: Intro to Machine Learning

Case Study 5:
Product recommendation

Data
ML

Method IntelligenceMatrix
Factorization

Your past purchases:

+ purchase histories 
of all customers

Recommended items:Customers
features

features

features

Products
features

features

features
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STAT/CSE 416: Intro to Machine Learning

Recommender Systems & Matrix Factorization
Case study: Recommending Products

• Collaborative filtering
• Matrix factorizationModels

≈

Xij known for black cells
Xij unknown for white cells

Rows index movies
Columns index users

X =Rating

Parameters of model
22

STAT/CSE 416: Intro to Machine Learning

Recommender Systems & Matrix Factorization
Case study: Recommending Products

• Coordinate descentAlgorithms

≈

Xij known for black cells
Xij unknown for white cells

Rows index movies
Columns index users

X =Rating
Form estimates

Lu and Rv

STAT/CSE 416: Intro to Machine Learning

Recommender Systems & Matrix Factorization
Case study: Recommending Products

• Matrix completion, cold-start 
problemConcepts
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Recommender Systems & Matrix Factorization
Case study: Recommending Products

• Coordinate descentAlgorithms

≈

Xij known for black cells
Xij unknown for white cells

Rows index movies
Columns index users

X =Rating
Form estimates

Lu and Rv

,  co-occurence matrix, 
Jaccard Similarity



Bias & 
Fairness in 
ML

Fairness Metrics:
- Fairness through Unawareness
- Statistical Parity
- Equal Opportunity

(Some) Potential Solutions:
- Not developing the tech
- Education J
- More inclusive datasets
- Incorporating Fairness Metrics into 

the Algorithm
- Regulation

23

Statistical Parity

Equal Opportunity



Future 
Directions

Data Science courses offered at UW: https://escience.washington.edu/data-
science-courses-at-the-university-of-washington/

A few directions of ML research that I’m excited by:

FAccT (ACM Conference on Fairness, Accountability, and Transparency)

Interpretability (how can we understand what deep networks are doing?)

Interactive Learning, Online Learning

Reinforcement Learning, Robot Learning

Green AI, making learning more efficient

ML for Healthcare, Computational Biology

ML Education, training a generation of data scientists that are fluent in 
ethical & social considerations
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https://escience.washington.edu/data-science-courses-at-the-university-of-washington/


Big Picture Improving the performance at some task through experience!

Before you start any learning task, remember fundamental 
questions that will impact how you go about solving it

25

What is the 
learning problem? From what 

experience?

What model?
What loss function 
are you optimizing?

With what 
optimization algorithm? Are there 

any guarantees?

How will you 
evaluate the model?

Who will it impact
and how?
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YOU

Congrats on finishing CSE/STAT 416!
Thanks for the hard work!  



Brain BreakBrain BreakBrain Break
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