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Administrivia שׂ Next Week : Course Wrap-Up, Guest Panel, Final

שׂ Deadlines:
- HW6 late deadline TOMORROW, Thurs 8/11 11:59PM

- Submit Concept on Gradescope
- Submit Programming on EdSTEM

- HW7 (final HW) released TODAY
- Due Tues 8/16 11:59PM, NO LATE DAYS

- LR 8 due Fri 8/12 11:59PM
- Extra Credit Guest Panel Mon 8/15 during lecture.
- Take-Home Final Exam: 

- Wed 8/17 9AM θThurs 8/18 11:59PM
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HW7 (Last 
Homework) 
Walkthrough
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Recap
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שׂ You have ὲusers and ά items in your system
- Typically, ὲḻά. E.g., Youtube: 2.6B users, 800M videos

שׂ Based on the content, we have a way of measuring user preference.

שׂ This data is put together into a user- item interaction matrix .

שׂ Task: Given a user όor item ὺ, predict one or more items to 
recommend.

Recommender 
Systems Setup
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Solution 0: 
Popularity

Simplest Approach : Recommend whatever is popular

שׂ Rank by global popularity (i.e., Squid Game)
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Solution 1: 
Nearest User 
(User-User)

User-User Recommendation :

שׂ Given a user ό, compute their Ὧnearest neighbors. 

שׂ Recommend the items that are most popular amongst the 
nearest neighbors.
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Solution 2: 
πáŝƳǖƝŝϐĘƀƳϐ
Bought This 
Also 
;ƳǵŸƀǭΤρϐ
(Item-Item)

Item -Item Recommendation :

שׂ Create a co-occurrence matrix ὅᶰᴙ (ά is the number 
of items). ὅ = # of users who bought both item Ὥand Ὦ.

שׂ For item Ὥ, predict the top -k items that are bought together.
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Normalizing 
Co-Occurence
Matrices

Problem: popular items drown out the rest!

Solution: Normalizing using Jaccard Similarity.

Ὓ
ΠÐÕÒÃÈÁÓÅÄὭÁÎÄὮ

ΠÐÕÒÃÈÁÓÅÄὭÏÒὮ

ὅ

ὅ ὅ ὅ
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Solution 3: 
Feature-
Based
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Solution 3: 
Feature-
Based

What if we know what factors lead users to like an item?

Idea: Create a feature vector for each item. Learn a regression model!

Define weights on these features for all users (global)
ύ ᶰᴙ

Fit linear model
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Genre Year Director Τ

Action 1994 Quentin Tarantino Τ

Sci-Fi 1977 George Lucas Τ



Solution 3: 
Feature-
Based

What if we know what factors lead users to like an item?

Idea: Create a feature vector for each item. Learn a regression model!

Define weights on these features for all users (global)
ύ ᶰᴙ

Fit linear model

Ƕὶ ύ Ὤὺ ύȟὬὺ

ύ ὥὶὫάὭὲ
ρ

ΠὶὥὸὭὲὫί
ȟȡ ȩ

ύ Ὤὺ ὶ ‗ύ
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Personalization: 
Option A

Add user-specific features to the feature vector!
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Genre Year Director Τ Gender Age Τ

Action 1994 Quentin 
Tarantino

Τ F 25 Τ

Sci-Fi 1977 George Lucas Τ M 42 Τ



Personalization: 
Option B

Include a user-specified deviation from the global model.

Ƕὶ ύ ύ Ὤὺ

Start a new user at ύ π, update over time.

שׂ OLS on the residuals of the global model

שׂ Bayesian Update (start with a probability distribution over 
user-specific deviations, update as you get more data)
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pollev.com/cs416

ThinkThinkThink

שׂ Will feature -based recommender systems suffer from the 
cold start problem? Why or why not?

שׂ What about other pros/cons of feature -based?
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