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Detecting qWi 6ZnR q WI6R T yDowWwi =GI0UZUZR
Spam The classifier ignores the input, and always predicts spam.

This actually results in 90% accuracy! Why?
“U& RWI ZGU TT R Unl wgd

This is called the majority class classifier.

A classifier as simple as the majority class classifier can have a
high accuracy if there is a class imbalance.

A class imbalance is when one class appears much more
frequently than another in the dataset

+YZU WZGYeae UglGldRU& &Yl & 1 NNol TN
is a good model.




Assessing
Accuracy

Always digging in and ask critical questions of your accuracy.
Is there aclass imbalance?

How does it compare to a baseline approach?
Random guessing
Majority class

d

Most important: What does my application need?
EYTl @sU G226 RnZodY UXT oURI
What is the impact of a mistake we make?
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Confusion For binary classification, there are only two types of mistakes
Matrix o pho  p

w pho p
Generally we make aconfusion matrix to understand mistakes.

Predicted Label

True Positive (TP)

—

True Label

True Negative (TN)
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Binary
Classification
Measures

Notation

Error Rate
0 0
——
Accuracy Rate
0 0
0
AFaIse Positive rate (FPR)

AR True Positive Rate or Recall
~
l'_’)_
2R Precision
"y
F1-Score
01 QO BY Q&L G &

‘5T Qo QiYL O &

See more!


https://en.wikipedia.org/wiki/Confusion_matrix

Change
Threshold

What if I never want to make a false positive prediction?

A\W‘V.) predict AQJ atire / Ok = 00)
What if | never want to make a false negative prediction?

Alwuys M‘C"*’D postive (o= - N)

One way to control for our application is to change the scoring
threshold. (Could also change intercept!)
IfYOE@Q] :
Predict @ p

Else:
Predict @ P



ROC Curve What happens to our TPR and FPR as we increase the threshold?
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Assessi ng Often with binary classification, we treat the positive label as
Accuracy

being the more important of the two. We then often then focus on
these metrics:

Precision: Of the ones | predicted positive, how many of them
were actually positive?

Recall: Of all the things that are truly positive, how many of them
did | correctly predict as positive?




Precision

What fraction of the examples | predicted positive were correct?

Sentences predicted to be positive:
w P

| Ezsily best sushiin Seattle v
T i Only 4 outof 6
| like the interior decoration and the / %nten C%
blackboard menu on he wall. LY | - .
| The service is somewha hectic. Y p raj I CteCl to be
The sushiwas amazing, and 7 pOStI Ve are
therice is just ousstanding. . .
| All the sushi wasddicious ‘/ a-\’tUd Iy pOStlve
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Of the truly positive examples, how many were predicted positive?

Predicted postiveR=+1

Sentencesfrom
al reviews
for my restaurant

Easily best sushiin Sedttle.

l&]

The seaweed sdad was just OK,
vegetable sdad was just ordinay.

| like the interior decoration and the|
blackboad menu on he wall.

@

The service is somewha hectic.

The sushiwas amazing, and
therice is just outstanding.

@

All the sushi wasddicious

1]

Predicted negative R=-1

True podtive
=) sentences: y,=+1
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The seaweed sdlad was just OK,
vegetable sdad was just ordinay.

My wifetried their ramen and
it wasddicious

The service is somewha hectic.

?

My wifetried ther ramen and
it waspretty forgetable.

The service was pafect.
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Precision & An optimistic model will predict almost everything as positive -
Recall High recall, low precision

-
-

l
A pessimistic model will predict almost everything as negative @

22
o

High precision, low recall

Want to find many postive

sentences, but minimizerisk of \
incorrect predictiond ! (X ] ’

Findsfew postive Findsall postive sentences,
sentences, butindudesno butincdudesmany false
false postives postives
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Controlling Depending on your application, precision or recall might be more
Precision/Recall important

Ideally you will have high values for both, but generally
increasing recall will decrease precision and vice versa.

For logistic regression, we can control for how optimistic the
model is by changing the threshold for positive classification

Before

©w pifo(w  plw) elsed P

Now
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Precision-Recall Can try every threshold to get a curve like below
Curve

Pessimistic 6 1

precison

—O— Classifier A
—@— Best classifier




Precision-Recall Sometimes, Classifier B is strictly better than Classifier A
Curve

A —@— Classifier A
Pessimistic @ L —@— ClassifierB
[
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o
T
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Precision-Recall
Curve

Most times, the classifiers are incomparable

Pessimistic 6
1

Classifier C

better here

A

_4!___-_ A —

—O— Classifier A
—@— Classifier C

Classfier A
better here



com pare Often come up with a single number to describe it
Classifiers F1-score, AUC, etc.

Remember, what your application needs is most important

Also common to use precision at k

If you show the top k most likely positive examples, how many
of them are true positives

Sentences modd
mog sure are postive

| Easily best sushiin Sedttle. l£|

Showing ——
My wife tried ther ramen and . .
k=5 sentences it wasprety forgetable precisonat k =0.8
on webgte Thence1s s ovktanding.
| All the sushi wasddicious
| The service was pefect. @




Class
Session
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Housing Prices - Regression
Regression Model

Assessing Performance

Ridge Regression Se soed

LASSO

. . N Lewa
Sentiment Analysis N Classification

Classification Overview
Logistic Regression
Bias / Fairness
Decision Trees
Ensemble Methods

Document Retrieval N Clustering and Similarity
Precision / Recall ()hSq,fm’""d
k- Nearest Neighbor
Kernel Methods
Locality Sensitive Hashing
Clustering
Hierarchical Clustering
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Document
Retrieval

Consider you had some time to read a book and wanted to
find other books similar to that one.

If we wanted to write an system to recommend books
How do we measure similarity?
How do we search over books?
How do we measure accuracy?

Big Idea: Define an embedding and a similarity metric for the
books, and findthe) n RT T RU & tp Bomé quérzboak.

nearest neighbor



Nearest
Neighbors
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1-Nearest Input
Neighbor  : Query example (e.g. my book)

o B ho : Corpus of documents (e.g. Amazon books)

Output
The document in corpus that is most similar to ®

® AOCETQQI 0 (Bh)Q
N 1B h

qgesU ARIY nlzZazZnl G &3 njl ZnRI G 6R
document & and the similarity metric ‘Q Qi 0 Differedt
definitions will lead to very different results.




1-Nearest
Neighbor

How long does it take to find the 1 -NN? About ¢ operations

Input.: &

W n

g £Q'Qi &b [ )
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Output: ®




k- Nearest Input
Neighbors  : Query example (e.g. my book)

o B ho : Corpus of documents (e.g. Amazon books)

Output

List of "Qdocuments most similar to o

P

Formally
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k-Nearest Same idea as 1-NN algorithm, but maintain list of k -NN
Neighbors
Input:
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