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Detecting 
Spam

qƜĬűŽƞŘ q ƜĬőŘ Ĭ ɿDǫƜƜȉ =ƓĬǗǗŽŰŽŘǏʀ ŰƩǏ őŘǣŘŊǣŽƞű ǗǌĬƜ

שׂ The classifier ignores the input, and always predicts spam.

שׂ This actually results in 90% accuracy! Why? 
- ¯ƩǗǣ ŘƜĬŽƓǗ ĬǏŘ ǗǌĬƜɠ

This is called the majority class classifier. 

A classifier as simple as the majority class classifier can have a 
high accuracy if there is a class imbalance.

שׂ A class imbalance is when one class appears much more 
frequently than another in the dataset

÷ŸŽǗ ƜŽűŸǣ ǗǫűűŘǗǣ ǣŸĬǣ ĬŊŊǫǏĬŊȉ ŽǗƞʂǣ ŘƞƩǫűŸ ǣƩ ǣŘƓƓ ǫǗ ŽŰ Ĭ ƜƩőŘƓ 
is a good model.
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Assessing 
Accuracy

Always digging in and ask critical questions of your accuracy.

שׂ Is there a class imbalance?

שׂ How does it compare to a baseline approach?
- Random guessing
- Majority class
- ɠ

שׂ Most important: What does my application need?
- ĖŸĬǣʂǗ űƩƩő ŘƞƩǫűŸ ŰƩǏ ǫǗŘǏ ŘȈǌŘǏŽŘƞŊŘɥ
- What is the impact of a mistake we make?
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Confusion 
Matrix

For binary classification, there are only two types of mistakes

שׂ ώ ρȟώ ρ

שׂ ώ ρȟώ ρ

Generally we make a confusion matrix to understand mistakes.
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Binary 
Classification 
Measures

Notation

שׂ ὅ Π40ȟ# Π&0ȟ# Π4.ȟ # Π&.

שׂ ὔ ὅ ὅ ὅ ὅ

שׂ ὔ ὅ ὅ ȟ ὔ ὅ ὅ
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Error Rate
ὅ ὅ

ὔ

Accuracy Rate
ὅ ὅ

ὔ

False Positive rate (FPR)
ὅ

ὔ

False Negative Rate (FNR)
ὅ

ὔ

True Positive Rate or Recall
Ὕ

ὔ

Precision
Ὕ

ὅ ὅ

F1-Score

ς
ὖὶὩὧὭίὭέὲẗὙὩὧὥὰὰ

ὖὶὩὧὭίέὲὙὩὧὥὰὰ

See more!

https://en.wikipedia.org/wiki/Confusion_matrix


Change 
Threshold

What if I never want to make a false positive prediction?

What if I never want to make a false negative prediction?

One way to control for our application is to change the scoring 
threshold. (Could also change intercept!)

שׂ If ὛὧέὶὩὼ :
- Predict ώ ρ

שׂ Else:
- Predict ώ ρ
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ROC Curve What happens to our TPR and FPR as we increase the threshold?
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Assessing 
Accuracy

Often with binary classification, we treat the positive label as 
being the more important of the two. We then often then focus on 
these metrics:

Precision: Of the ones I predicted positive, how many of them 
were actually positive?

Recall: Of all the things that are truly positive, how many of them 
did I correctly predict as positive?
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Precision What fraction of the examples I predicted positive were correct?

ὴὶὩὧὭίὭέὲ
ὅ

ὅ ὅ
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Easily best sushi in Seattle.

I like the interior decoration and the 

blackboard menu on the wall. 

All the sushi was delicious.

The sushi was amazing, and 

the rice is just outstanding.

The seaweed salad was just OK, 

vegetable salad was just ordinary.

The service is somewhat hectic.  

 Only 4 out of 6 

sentences 

predicted to be 

positiveare 

actually positive

Sentences predicted to be positive:
ώ ρ



Recall Of the truly positive examples, how many were predicted positive?

ὶὩὧὥὰὰ
ὅ

ὔ

ὅ

ὅ ὅ 11

Classifier

MODEL

True positive 

sentences: yi=+1

Predicted positive Ȓi=+1
Easily best sushi in Seattle.

I like the interior decoration and the 

blackboard menu on the wall. 

All the sushi was delicious.

The sushi was amazing, and 

the rice is just outstanding.

The seaweed salad was just OK, 

vegetable salad was just ordinary.

The service is somewhat hectic.

Predicted negative Ȓi=-1
The seaweed salad was just OK, 

vegetable salad was just ordinary.

My wife tried their ramen and 

it was delicious. 

The service is somewhat hectic.

My wife tried their ramen and 

it was pretty forgettable. 

The service was perfect.

Sentences from 

all reviews 

for my restaurant



Precision & 
Recall

An optimistic model will predict almost everything as positive

שׂ High recall, low precision

A pessimistic model will predict almost everything as negative

שׂ High precision, low recall
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Want to find many positive 

sentences, but minimize risk of 

incorrect predictions!!

Finds all positive sentences, 

but includes many false 

positives

PESSIMISTIC

MODEL

OPTIMISTIC

MODEL

Finds few positive 

sentences, but includes no 

false positives



Controlling 
Precision/Recall

Depending on your application, precision or recall might be more 
important

שׂ Ideally you will have high values for both, but generally 
increasing recall will decrease precision and vice versa.

For logistic regression, we can control for how optimistic the 
model is by changing the threshold for positive classification

Before

ώ ρif ὖώ ρὼ πȢυelse ώ ρ

Now

ώ ρif ὖώ ρὼ ὸelse ώ ρ
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Precision-
Recall Curve
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Precision-Recall 
Curve

Can try every threshold to get a curve like below
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Precision-Recall 
Curve

Sometimes, Classifier B is strictly better than Classifier A
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Precision-Recall 
Curve

Most times, the classifiers are incomparable
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better here
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Compare 
Classifiers

Often come up with a single number to describe it 

שׂ F1-score, AUC, etc.

שׂ Remember, what your application needs is most important

Also common to use precision at k

שׂ If you show the top k most likely positive examples, how many 
of them are true positives

18

Showing 

k=5 sentences 

on website

Sentences model 

most sure are positive

Easily best sushi in Seattle.

All the sushi was delicious.

The sushi was amazing, and 

the rice is just outstanding.

The service was perfect.

My wife tried their ramen and 

it was pretty forgettable. precision at k = 0.8      



Class 
Session
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Roadmap
1. Housing Prices - Regression 

- Regression Model
- Assessing Performance
- Ridge Regression
- LASSO 

2. Sentiment Analysis ɴClassification
- Classification Overview
- Logistic Regression
- Bias / Fairness
- Decision Trees
- Ensemble Methods

3. Document Retrieval ɴClustering and Similarity
- Precision / Recall
- k-Nearest Neighbor
- Kernel Methods
- Locality Sensitive Hashing
- Clustering
- Hierarchical Clustering 20



Document 
Retrieval

שׂ Consider you had some time to read a book and wanted to 
find other books similar to that one.

שׂ If we wanted to write an system to recommend books
- How do we measure similarity?
- How do we search over books?
- How do we measure accuracy?

Big Idea: Define an embedding and a similarity metric for the 
books, and find the ɿƞŘĬǏŘǗǣ ƞŘŽűŸŉƩǏʀ to some query book.

21

query article

nearest neighbor



Nearest 
Neighbors
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1-Nearest 
Neighbor

Input 

שׂ ὼ: Query example (e.g. my book)

שׂ ὼȟȣȟὼ: Corpus of documents (e.g. Amazon books)

Output

שׂ The document in corpus that is most similar to ὼ

ὼ ÁÒÇÍÉÎ
ᶰ ȟȣȟ

ὨὭίὸὥὲὧὩὼȟὼ

qǣʂǗ ȂŘǏȉ ŊǏŽǣŽŊĬƓ ǣƩ ǌǏƩǌŘǏƓȉ őŘŰŽƞŘ ŸƩȃ ȃŘ ǏŘǌǏŘǗŘƞǣ ŘĬŊŸ 
document ὼand the similarity metric ὨὭίὸὥὲὧὩ! Different 
definitions will lead to very different results.
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1-Nearest 
Neighbor

How long does it take to find the 1 -NN? About ὲoperations
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Input: ὼ

ὼ ᶮ

ὲὲͅὨὭίὸЊ

Ὢέὶὼᶰὼȟȣȟὼ ȡ

ὨὭίὸὨὭίὸὥὲὧὩὼȟὼ

ὭὪὨὭίὸὲὲͅὨὭίὸȡ

ὼ ὼ

ὲὲͅὨὭίὸὨὭίὸ

Output: ὼ



k-Nearest 
Neighbors

Input 

שׂ ὼ: Query example (e.g. my book)

שׂ ὼȟȣȟὼ: Corpus of documents (e.g. Amazon books)

Output

שׂ List of Ὧdocuments most similar to ὼ

Formally
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k-Nearest 
Neighbors

Same idea as 1-NN algorithm, but maintain list of k -NN

26

Input: ὼ

ὢ ὼȟȣȟὼ

ὲὲͅὨὭίὸίὨὭίὸὼȟὼ ȟὨὭίὸὼȟὼ ȟȣȟὨὭίὸὼȟὼ

Ὢέὶὼᶰὼ ȟȣȟὼ ȡ

ὨὭίὸὨὭίὸὥὲὧὩὼȟὼ

ὭὪὨὭίὸÍÁØὲὲͅὨὭίὸίȡ

ὶὩάέὺὩὰὥὶὫὩίὸὨὭίὸὪὶέάὢ ὥὲὨὲὲͅὨὭίὸί

ὥὨὨὼὸέὢ ὥὲὨὨὭίὸὥὲὧὩὼȟὼ ὸέὲὲͅὨὭίὸί

Output: ὢ




