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One Slide

Regression
Overfitting

Training, test, and
generalization error

Bias-Variance tradeoff
Ridge, LASSO

Cross validation
Gradient descent
Classification

Logistic regression
Decision trees
Boosting

Precision and recall

Nearest-neighbor retrieval,
regression, and
classification

Kernel regression
Locality sensitive hashing

Dimensionality reduction,
PCA

k-means clustering
Hierarchical clustering

Unsupervised v. supervised
learning

Recommender systems
Matrix factorization
Coordinate descent
Neural networks

Convolutional neural
networks

Transfer learning for deep
learning




Case Study 1:

Predicting house prices

Regression » Intelligence

lisy Pfiu,?.
[S’a\ES Pfi(,(_)

& -
e~ + house
Y0 features

STAT/CSE 416: Intro to Machine Learning



Regression % 7""te i

Case study: Predicting house prices

e Linear regression

e Regularization:
Ridge (L2), Lasso (L1)
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Regression
Case study: Predicting house prices

e Gradient descent

Algorithms
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Regression

Validation Test

Training set

Case study: Predicting house prices

test performance of W, to

e Loss functions, bias-variance tradeoff, select A’

CO nce ptS cross-validation, sparsity, overfitting, assess
model Se|ecti0n generalization erro
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Case Study 2:

Sentiment analysis
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Sushi was awesome,

the food was awesome,
but the service was awful.

All reviews:

B0000 220
This is probably my Japa
Seattle. My boyfriend and | ordered nigiri of scallop,
tofuand 2
Id skip. rolis,
nigin The tofu,
felper amazing. It's more

chewy
for the delicate tofu.

.....
row to an amazing performance. We didn't have resos,
banged down to the ID after work, got here breathlessly at
5:10pm, and got the last two seats in the place.

SO0 0 sreos

1 came here having high expectations due to the reviews of
this place, but i was bit disappointed.

is small so ions when you
come here. Dishes cost from $4-26 each and dishes are
small.

$

“awful”

Classification
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“awesome”
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Classification
Case study: Analyzing sentiment

e Linear classifiers (logistic regression)
e Multiclass classifiers

e Decision trees

e Boosted decision trees and random foLeEE

Ensemble, Neto 4

Models
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Classification
Case study: Analyzing sentiment
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Market conditions?

Income>$100K? Credit history? Savings>$100K?
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Classification Accwacy
Case study: Analyzing sentiment Ls cliss mbilance

e Decision boundaries, maximum likelihood
estimation, ensemble methods, random

Concepts [

e Precision and recall

—0— Classifier A
—@- Best classifier
—@- Classifier B

precision

0 recall 1

= step_size=2.5e-05

# of iterations
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Case Study 3:

Document retrieval

Nearest
neighbor

Intelligence
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Case Study 3+: Day & Wards
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Case Study 3++:

Dimensionality reduction

Data »
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Can we give each
image a coordinate,
such that similar
images are near each
other?
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Images with
thousands or
millions of pixels
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Clustering & Retrieval
Case study: Finding documents

e Nearest neighbors / Kevel s opsds
MOdels e Clustering

e Hierarchical clustering
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Clustering & Retrieval
Case study: Finding documents

* kmeans , H-wemS ++

e Locality-sensitive hashing (LSH)

e NN regression and classification
Kernel regression

Agglomerative and divisive clustering
PCA

Algorithms

price ($)
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Case study: Finding documents oo
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e Distance metrics, kernels, 01234 .. gawesome

Conce pts approximation algorithms,

dimensionality reduction Principal components:

>

Feature 2

e Reconstructing:
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Case Study 4:

Image classification

Deep Learning Intelligence
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Deep Learning
Case study: Image classification
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e Perceptron L/
e General neural network

e Convolutional neural network
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Deep Learning
Case study: Image classification

e Convolutions

Algorlthms e Backpropagation (high level only)
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Deep Learning — 1_/—_

. p . 0
Case study: Image classification =~00000] sigmoid
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Case Study 5:
Product recommendation

Matrix Intelligence
Data Factorization &
Your past purchases: Customers Recommended items:
N \i\ features
e R
> &Ja \i» features
Do @ features
+ purchase histories Products
of all customers O features
i features
\? features
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Recommender Systems & Matrix Factorization
Case study: Recommending Products

Populs r}‘Ly
e Collaborative filtering Co- 0 CCA enie MAdiX
e Matrix factorization
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Recommender Systems & Matrix Factorization
Case study: Recommending Products

A|g0rith ms e Coordinate descent
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Recommender Systems & Matrix Factorization
Case study: Recommending Products

e Matrix completion, cold-start
problem

Concepts

L

Products Products

Customers
Customers

STAT/CSE 416: Intro to Machine Learning



Training
Data

Feature
extraction

ML algorithm

Quality
metric
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Big Picture

Improving the performance at some task through experience!

Before you start any learning task, remember fundamental
questions that will impact how you go about solving it

What is the

learning problem? From what

experience?

What model?
What loss function
are you optimizing?
With what
optimization algorithm? Are there

any guarantees?

How will you
evaluate the model?



Congrats on finishing CSE/STAT 416!
Thanks for the hard work!




