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How confident is your prediction?

“The sushi & everything § “The sushi was good,
else were awesome!” the service was OK”

Definite

P (y =+ 1| X —The sushi & eviryteh!ifvg )

else were awesom

= 0.99

Many classifiers provide a degree of certainty:
Output label : Input sentence
Pty|x)

Extremely useful in practice
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= estimate of class probabilities

Sentence

iom  Mf Ply=+1]x) >0.5:

review %

Else:

y

Estimating P(y|x) improves interpretability:
- Predicty = +1 and tell me how sure you are
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Predicting class probabilities with

logistic regression
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Thus far, we focused on decision boundaries

Score(x;) = wohox) + wy hy(x) + ... + wp hp(x)

S
4&% Score(x) <0 N
. — Relate Score(x;) to
| - ~
4 P(y=+1|x,W)?
3
2 + +
1
. + + Score(x) >0
>
12 * 4 Hawesome
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Interpreting Score(x)

Score(x;) = w'h(x;)

<€ >

- 00 " ~ (o
v v v

Very sure Not sure if Very sure

§i= -1 v =-lor+1 § = +1
v R, R
P(y=+1|x) =0 Ply=+1|x) = 0.5 Ply=+1|x) =1
13 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

Why not just use regression to build classifier?

-oo < Score(x;) < +oeo

<€

0.0 + oo
How do . )
we link : .
—oo'+oo . V [
to 0,1?7? . 0.5 %0
P(y=+1]|x,)

But probabilities between 0 and 1

14 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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Logistic function (sigmoid, logit)

o= ==

1
stgmoid(Score) =
( Y ) 1_|_6—Sc9re
1.0
BT - o e
v Tre® -
sigmoid(Score) [ DAl e 0.%9 \re 204/
,O < 0.5 -\ '%0'2,
0.0

15

Logistic regression model

Score(x;) = w'h(x;)

RO 0.0 T
v .
0.0« 02 >10
P(y=+1|x,w) = sigmoid(Score(x;))
= 1
1+ eWhix

gcorQOO

16
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Understanding the logistic regression model

17

P(y=+1|x,w) = sigmoid(Score(x;))

1+ e—w T h(x)

1.0

o o
(@)} (o]

o©
~

= 1
1+ e wh
0 0.5
- 0.2 £ 0.5
= \/4— -
33 705
2 0 3 e

18
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Effect of coefficients on logistic regression model

1€ Wo -2 Wo o Wq

0
W gtawesome +1 Wl W#awesomew:\

Watawful -1 Watawful -1 W#an
1.0

1.0 1.0

0.8 0.8 0.8
® ® ®
= 06 = 06 = 06
- - -
2 o4 —~|® o4 ~|® o4
o RS} o
+ 02 + 02 + 02
— — —

e o 2 chme 0= 30 5 4 e =i ¢ 1 4 o

esome - #aw __44_% awesome - #awfud #awesome - #awful
Score = —2 + Hewesome gc,o(e
— I awluc

19 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

P(y=+1|xW) = sigmoid Wh(x)) = 1
1+ e Whi¥

X h(x)

—

W
T
T
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Quality metric for logistic regression:

Maximum likelihood estimation

i’(y=+1|x,v“v) = sigmoid(W'h(x)) = 1
1 + e-WTh(X)
Training M}. HCT BN
Data model
*
W
T

Quality
metric

25 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning
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Learning a (linear) classifier
Will use training data to learn a weight for each word

W -2.0
good Wy 1.0
great W, 15
awesome Wy 2.7
bad W, -1.0
terrible W -2.1
awful Weg -3.3
restaurant, the, we, ... W, Wg Wg 0.0

26 2018 Eraily Fox STAT/CSE 416 Intro to Machine Learning

Learning problem

Training data:
N observations (x,y,)

x[1] = #awesome x[2] = #awful y=

sentiment
2 1 +1
0 2 -1
3 3 -1
4 1 +1
1 1 +1
2 4 -1
0 3 -1
0 1 -1
2 1 +1

27

Optimize
quality metric

on training
data

©2018 Emily Fox STAT/CSE 416: Intro to Machine Lea
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Finding best coefficients

x[1] = #awesome x[2] = #awful y =
sentiment
2 1 +1
0 2 -1
3 3 -1
4 1 +1
1 1 +1
2 4 -1
0 3 -1
0 1 -1
2 1 +1
28 ©2018 Emily Fox TAT/C 6: Intro to Machine Learning

Finding best coefficients

x[1] = #awesome x[2] = #awful y = x[1] = #awesome x[2] = #awful y =
sentiment sentiment
0 2 -1 2 1 +1
3 3 -1 4 1 +1
2 4 -1 1 1 +1
0 3 -1 2 1 +1
0 1 -1 1 1 +1
2 4 -1
0 3 -1
0 1 -1
2 1 +1
29 ©2018 Emily Fox TAT/CSE 416: Intro to Machine Learning
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Finding best coefficients

x[1] = #awesome x[2] = #awful y = x[1] = #awesome xI[2] = #awful y =
sentiment sentiment
0 2 =l 2 1 +1
3 3 1 4 1 +1
2 4 =l 1 1 +1
0 3 -1 2 1 +1
0 : 1 1 \ Y ]
Py=+1|x,w) = 0.0 Py=+1|x,w) = 1.0

Want w that makes

30 ©2018 Emilv Fox STAT/CSE 416: Intro to Machine Learning

Quality metric = Likelihood function

Negative data points D Positive data points

| |
P(y=+1lxu=.6——Pty=FTIX; 0] = 1.0

No W achieves perfect predictions (usually)

Likelihood (). Measures quality of

fit for model with coefficients

— ©2018 Emily Fox
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Find “best” classifier =
Maximize‘quality metrig over all possible w,,w,,w,

Likelihood £(w)

f(wo=0, w;=1, W2=-l.5) = 10-6

A Llwo=l wi=1 w,=-15) = 10-° /

#awful

0 1 2 + 4 >

#awesome

=0.5,

=-1.5)

32 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning

Data likelihood

©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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Fitting to individual data points

x[1] = #awesome x[2] = #awful y = x[1] = #awesome x[2] = #awful y =

sentiment sentiment

AL
‘1""«\'\ \9;:"
>
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Learn logistic regression model with
maximum likelihood estimation (MLE) \
Data i1 xi2l y Choose ' to maximize Y N ‘ﬂ«b\b‘\
point ( 3\ RY \ .
Xy, 2 1 +1 Ply=+1Ixi1]=2, x[2l=1w) Y ) \ e""m
M)~ i
X5, 0 2 -1 Ply=-1|x[1]1=0, x[2]=2,w) (? (\_{ Z A \ \/\’ -ﬁ;‘\?;')_
X3.Y3 3 3 -1 Ply=-1|x[1]=3, x[2]=3,w) /l,,,-';:r ” ‘I"‘(
X.Y, 4 1 #1 Ply=+lxill=4,x2=1w) | P (\’ | %, ») = u%“:fw,.,‘ s
€(W) = 1 J \ J L J L ]
\ Plys/x;,w) Ply[x,,w) Plys|xz,w) Ply4x4w) |
f
+olal #ob_s/ﬁ N . Fiok w 'EO
=] | Py | xi,w) ok Wt
35 7;:1@;>m; Emily Fox STAT/CSE 416 Intro to Machine Learning
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Fitting logistic regression models

4/19/18

37

i’(y=+1|x,v“v) = sigmoid(W'h(x)) =

X

©2018 Emily

Fox

1
1 + e-WTh(X)
h(x) | ML‘
model
4
W

STAT/CSE 416: Intro to Machin.

e Learni

ng
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Find "best” classifier
Maximize likelihood over all possible wg,w;,w,

f(wo=0, w;=1, W2=-l.5) = 10-6

N
/(w) = HP(yi | x;, W
i=1

= A Plwo=l wi=1, w,=-15) = 10-°

s Find best model

i coefficients v with
gradient ascent!

0
—— >
“ f#fawesome
38 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning

Maximizing likelihood

opti
2

40 o
0 £ o :
[ o g Maximize function over all
120§ possible wy, Wy, W,
-140 N
- —160
-180
&8 max | | P(yz ‘ Xi, W)
A
8 6 4 2 0 2 0 Izo“a*ﬁ\‘ WO,Wl'W2| 'L:l ]
“eight for 'mvesome_'2 4 & 6 4 \“e\q“ 1
No closed-form solution = use gradient ascent g(WO'\INl’WZ) 'S a .
function of 3 variables

39 ©2018 Fmilv Fox STAT/CSE 416 Intro to Machine Learning
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Gradient ascent for logistic regression

init W(1)=O (or randomly, or smartly), t=1
. who
while || {72(w")[| > € ¢ ondfenteticr

between
. truth and prediction
for j=0,...D A

partial[j] = i_v:hj@{i) Ply=+1] xi,w<t>>3

w e w W +n partial[j\]/\/

weight for "awful

O ov
40 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

Choosing the step size n

©2018 Fmily Fox STAT/CSE 416: Intro to Machine Learning
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g | P(‘/;( )(4""’)

Ax

acc

In '{T Ply;i(x;,w)

Learning curve:
Plot quality (likelihood) over iterations

Log likelihood over all data points

| = step_size=1.0e-05

10 20 30 40 50
# of iterations

43

If step size is too small, can take a
long time to converge

= step size=1.0e-06 |
= step_size=1.0e-05

10 20 30 40 50
# of iterations

Log likelihood over all data points

8 Em

17
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Compare converge with different step sizes

P —-26000
(=
‘s —28000+
o 3
o _
g 30000 cmooth + Caste,’ <
= —32000¢ vofw)ress
§ -34000| 7
(o]
T —36000 |, A\ |
2 RO g0
= —38000+ 0o
X = step size=1.0e-05
= —40000¢ -
o === step size=1.5e-05
— —42000 ‘ ‘ . -
0 10 20 30 40 50
# of iterations
44 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning

—20000 f?

—30000

—40000

awful'

—50000

weight for *

—60000

= step_size=1.0e-05

Log likelihood over all data points

—70000 = step_size=1.5e-05
= step_size=2.5e-05
800005 10 20 30 40 50
# of iterations
45 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning
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Very large step sizes can even cause
divergence or wild oscillations

0 . ,
50000 Twﬁ%

—100000} 1
AA/\AA/\/\N
—200000 = step_size=1.0e-06 |1

step_size=1.0e-05
—250000¢}

= step_size=1.5e-05 ||
—300000¢} = step_size=2.5e-05 |]
= step_size=1.0e-04

Log likelihood over all data points

—350000
0

10 20 30 40 50
# of iterations
46 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning

Simple rule of thumb for picking step size n

* Unfortunately, picking step size requires a lot of trial & error ®

* Try a several values, exponentially spaced

- Goal: plot learning curves to
* find one 1 that is too small (smooth but moving too slowly)
* find one 1 that is too large (oscillation or divergence)

* Try values in between to find "best” n

* Advanced tip: can also try step size that decreases with

iterations, e.g., ,7/[ N, @
4z ==
+

47 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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Summary of logistic regression classifier

Ply=+1|x,W) = ___ 1
1+ e-v"vTh(x)
—>

Feature

Training ,
extraction

Data

ML algorithm

Quality
metric

49 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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What you can do now...

» Use class probability to express degree of confidence in
prediction

» Define a logistic regression model
* Interpret logistic regression outputs as class probabilities

» Describe impact of coefficient values on logistic regression
output

* Measure quality of a classifier using the likelihood function
* Optimize resulting objective using gradient descent

50

Linear classifiers:

Handling overfitting, categorical
inputs, & multiple classes

STAT/CSE 416: Machine Learning
Emily Fox

University of Washington
April 19, 2018

21



Overfitting in classification

4/19/18

xS
Feature | Value | CoSfficient —Q}"s v
learned \@Qﬁ‘
ho(x) 1 0.23 »\4(/ )
20 o .0 2°
hl(X) X[l] 1.12 sco("b() ) (_‘f)/ ,\l\‘b
h,(x) x[2] -1.07 400 \'L*v
s\
4 : o
3 - . 3
2 = - - = 2
s " -t *4 g !
< 0 - -h+ + —+'ﬂ- < 0
-1 - +_+ -1 (x) 76
- ' 5cor2 X
-2 - + + -2
=25 i3 2 1T o0 1 2z 3 25 ea .3 2 -1.0 1 2 3
x[1] x[1]
53 ©2018 Fmily Fox TAT/CSE Intrc earnir

Learned decision boundary

22
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Quadratic features (in 2d)

Feature | Vvale |Co¢fficient
learned

ho(x) 1 1.68
h;(x) x[1] 1.39
h,(x) x[2] -0.59
hz(x) (x[1D)2 -0.17
h,(x) (x[2])2 -0.96
4 4
3 - - 3
2 - - - >
= 0 - + + - # < 0
L™ - + + I
253 210 12 3 354 03 2 =10
x[1]
54

©2018 Emily Fox

Note: we are not
including cross
terms for simplicity

x[1]

: Note: we are not
Degree 6 features (in 2d) rnoaes”
terms for simplicity
earned
ho(x) 1 21.6 o
hoo (] Coefficient values
hy)  x[2] getting large
h3(X) (x[1])2 Score(x) < O
h,(x) (x[2])2 ,
hs(x) (x[1])3 _ _ - 5
he(x) (x[2])3 - - 5
h7(x) (x[1)* - _+-I t + 4 g (1)
hg(x)  (x[2])4 - Rt .
ho(x) (x[1])° . - + + 5
hipx)  (x[2])° -14.2 3513 5 T 6 i 3 3 - A —— |
ha(x)  (x[1])¢ 0.8 x[1] (1]
hip(x)  (x[2])° -8.6
= 22018 Emilv Fox TAT/CSE 416 Intro to Machine Leart
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ho(x) 1
h;(x) x[1]
h,(x) x[2]

hio(x)

hs; () (x[1])°

- Note: we are not
Degree 20 features (in 2d) e
Coefficien
t
learned
8.7
5L Often, overfitting associated with
78.7 ; . .
very large estimated coefficients
-7.5
% 4 s
211 z
-2406 - 11 7
e ? 0 0
24106 | = ”
-2 -2
-0.15 -3 -3
_o%10-8 -5 -4 -3 =2 Xal.] o 1 2 3 d—j‘d—d -3 =2 —% o 1 2 3
003 o Ceidon Tdery

hy(x) (x[1)®

(x[2])®
his(x)  (x[1])”
hia(x)  (x[2])7

Overfitting in classification

Error

Overfitting if there exists w*:
* training_error(w*) > training_error(w)
» true_error(w*) < true_error(w)

l Classification Error

aaaaaaaaaaa

Model complexity

aaaaaaaaaaa

©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning
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Overfitting in classifiers =

Overconfident predictions

4/19/18

59

Logistic regression model

w'h(x;)

- 0O €~ >» | oo
" 0.0 .
".4 O\}S .
0.0« : > 1.0

P(y=+1|x,w) = sigmoid(w'h(x,))

©2018 Emily Fox STAT/CSE 416: Intro to Machine Learnin
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The subtle (negative) consequence of
overfitting in logistic regression

Overfitting =» Large coefficient values

.

Th(x) is very positive (or very negative) =

sigmoid( Th(x;)) goes to 1 (or to 0)

Model becomes extremely overconfident of predictions

60

STAT/CSE 416: Intro to Machine Learning

Effect of coefficients on logistic regression model

Input x: #awesome=2, #awful=1

Wq 0 Wq 0 Wg 0
Witawesome +1 W tawesome +2 Witawesome +6
Witawful -1 Wiawful -2 Wgawful -6
1.0 1.0 10—
0.8 o~ T 0.8
® ® ®
= 06 = 0.6 \ = 06
- - -
~ ¥ 04 ~|% 04 [ —[® o4 |
L8] ) L8]
+ 02 + 0.2 ﬁ + 02 !
— . — i
0FT=F = 0 Tz 4 ST =2 0 7 4 By
#awesome - #awful #awesome - #awful #awesome - #awful
61 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning
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Learned probabilities

{ k}w\
W
Coefficient .
ho(x) 1 0.23
hy(x) (1] 112 4 1.0
h,(x) x[2] -1.07 3
1 7 ~
Ply=+1]x,w)= — =
14 e W' hx) N n
X 0 Il
>
-1 o
-2
-3 0.0
-5-4-3-2-10 1 2 ?301, ‘/"“
62 ©2018 Fmilv Fox X[ 1 ]"37 T/CSE 416: Intro to Machine Learning

Quadratic features: Learned probabilities

Feature Value CEEEE:
learned

ho(x) 1 1.68
hy(x) x[1] 1.39 4 1.0
h,(x) x[2] -0.58 3 l
hz(x) (x[1])2 -0.17
ha(x) (x[2])2 -0.96 2 =
1 X 0 I
Ply = +1]x,w) =
’ 1+ e—wTh(x) 1 E_>:
-2
-3 0.0
-5-4-3-2-10 1 2 3
63 ©2018 Emily Fox X[llfﬁT CSE 416: Intro to Machine Learnir

27



4/19/18

Overfitting = Overconfident predictions

Degree 6: Learned probabilities Degree 20: Learned probabilities
4 Tiny uncertainty regions Lo
3 >
2 - / Overfitting & _
1 overconfident about it!!! =
) +
< 0 We are sure we are right, ;
18 P when we are surely wrong! ® ol
—2 : ":":v;‘ - 7 < )
3 -3 0.0

"25-4-3-2-10 1 2 3 -5-4-3-2-10 1 2 3
x[1] x[1]

64 ©2018 Emily Fox STAT/CSE 416 Intro to Machine Learning

Penalizing large coefficients

to mitigate overfitting

28
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66

Desired total cost format

Want to balance:
. How well function fits data
Ii. Magnitude of coefficients

want to balance

Total quality = —

measure of fit - measure of magnitude of coefficients

f f

(data likelihood) large # = overfit
large # = good fit to
training data

67

Consider resulting objective (option 1)

Select W to maximize:

2(w) - Al|wl|3

~ tuning parameter = balance of fit and magnitude

: Pick using:
L2 regula rized * Validation set (for large datasets)

log |St|C reg reSSIOﬂ » Cross-validation (for smaller datasets)
(as in ridge/lasso regression)

©2018 Emily Fox STAT/CSE 416: Intro to Machine Learninc
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Degree 20 features,
effect of reqularization penalty A

A=0 A=0.00001 A=0.001

Regularizatio
n
RElE DG -3170 to 3803 -8.04 to 12.14
coefficients

3|
2
1
-1
-2/
-3

-0.70 to 1.25

3|
2
1
-1
-2/
-3

Decision
boundary

x(2]
x(2]
x(2]
x(2]

3
2
1
-1
-2
-3

—5—4—3—2—10123 —5—4—3—2—10123 —5—4—3—2—10123

68 ©2018 Emily Fox

-0.13 to 0.57

3
2
1
-1
-2
-3

—5—4—3—2—10 1 2 3

x(2]

-0.05t0 0.22

3
2
1
-1
-2
-3/

—5—4—3—2—10 12 3

Coefficient path — L, penalty

3

— best this
o — disappointed — awesome review

<§ — hate —:)
b 1\\
C
Q Opsecace
o | _—"—
y= 1
kS

-2
O /
© -3

_40 100 200 300 400 500 600

69 ©2018 Emily Fox TAT Intre e
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Degree 20 features:
regularization reduces “overconfidence” W\ ¢

Regularization A=0 A =0.00001 A=0.001

Range of

= . -3170 to 3803 -8.04to0 12.14 -0.70to 1.25
coefficients

4 4
3 3
= 2 = 2j = =
X N X N X X
Learned 7 5 = T = - z
T 1 X 0 [y X 0 [y b o
probabilities 2 o 2 o 2 =
-2 -2l
25-4-3-2-101 2 3 °° 25=a-3-2-10 12 3 °° 54=3-2-101 2 3 °° 25-4-3-2-101 2 3 °°
x(1] x[(1] x[(1] x[(1]
70 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

Sparse logistic regression with L; penalty

Select W to maximize:

£(w) - Allwl],

~ tuning parameter = balance of fit and magnitude

_ Pick using:
Ll regula rized * Validation set (for large datasets)

log |St|C reg reSSIOﬂ » Cross-validation (for smaller datasets)
(as in ridge/lasso regression)

71 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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Coefficient path — L; penalty

3

— best this
5 — disappointed — awesome review

<; — hate —3)
nm 1
-+
-

0
Q
Y
Y
-2
)
3

_40 100 200 300 400 500 600

72
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