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How much is my house worth?
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Data inout  output
A oL

(x, = sq.ft,y;=9)

(X, = sq.ft,,

(xz = sq.ft,

Input vs. Output:
* yis the quantity of interest

@ e assumey can be predicted from x

(X4 = sq.ft,,

(x5 = sq.ft,
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Model — How we assume the world works

el

Regression model:
Y; = P(X‘) + e,‘

E[é'.]: O f(

/t EK?edeé Von lne

square feet (sq.ft.) X
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Training
Data

Feature
extraction

P
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ML algorithm
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predicked
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Quiality
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Use a simple linear regression model

Fit a line through the data
CClxaiy

A 7

%

()

2 P\ e

G / /
= Wp+W; X

\/

parameters

sguiare feet (sq.ft.) .
\ of model
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Quality
metric
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- v
"Cost” of using a given line [ RSs(ww) -2 (g bw;
P

Yz Residual sum of squares (RSS) Z’a Ak ge.da

price (S)

Q;: (‘/;\' [worw K'..Dz

QO\"'\ on Mae lire

® RSS(Wow,) =
(ShOUSG 1- [W0+Wlsq'ft'house 1])2
+ (Shouse 2- [W0+Wlsq'ft'house 2])2

+ (Shouse 3" [WO+Wlsq-ft'house 3])2
+ ... [include all houses]

>

square feet (sq.ft.)

©2

g. | X
|
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Find “best” line

Y 4 Minimize cost over all
possible wy,w;

price (S)

T RSS(wy=0.98,w;=0.87)-4,
——RSS5(w(=0.97,w,=0.85)- &

N

> (yi-Iwotw;xi))?
=1

\

RSS(wy=1.1,w,;=0.8)- #;

[
r

square feet (sq.ft

)

02

g. | X
|
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Minimizing the cost

3D plot of RSS with tangent plane at minimum
s o over all possible wy,w,
7" & N
6
2RSS min (y;-[wg+wyxi])2
Wqo, W, i —
; 0=t ]
1 I
0
800 /
000 RSS(wy,w,) is a function
zo%ﬂ of 2 variables

—150000.(1000009500000 0

w0
—_—

500000700003°

Minimize function
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Gradient descent

3D plot of RSS with tangent plane at minimum Algorlth m:

8
7
... While not converged
;‘ wittd) & wit) - nv RSS(W(U)
2
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The fitted line: use + interpretation
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Model vs. fitted line

y A A R R
f(x) = Wq + Wy x

price (S)

square feet (sq.ft.)
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Regression model:
Yi = WotW, X; + §
:}oﬁ fﬂoMS (“S:m?ee)
Estimated parameters:
v“v"0', W, ” 290
n 2
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Seller:
Predicting your house price

y A A . .
f(x) = Wy + Wy x

G

square feet (sq.ft.)g\

L/

Regression model:
Yi = WotWy X + &
Best guess of your

house price:
Wy + W, SQ.ft. o uce

STAT/CSE 416: Intro to Machine Learning
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Buyer:
Predicting size of house

y A A " n
f(x) = Wq + Wy x

Regression model:

Yi = WotWy X + &
Best guess of size of
house you can afford:
Sinbank = Wo + W, SQ.TE.

.‘//\ @ /
square feet (sq.ft.) ¢q.fc. X
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A concrete example

Y1 x) = -44850 + 280.76 x
o

“Predict $ of 2,640 sq.ft. house:
-44850 + 280.76 * 2,640
= $696,356
Predict sq.ft. of $859,000 sale:
(859000+44850)/ 280.76

>

)Z = 3,219 sq.ft.

square feet (sq.ft.)
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Interpreting the coefficients

yA

price (S)

y=+ W, X

Predicted S
of house with
sq.ft.=0
(just land)

v

square feet (sq.ft.) X
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Interpreting the coefficients

‘ y=wo+@x

predicted
} change in S
©
1sq. ft.
I_‘_\ -
square feet (sq.ft.) X
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Interpreting the coefficients

y“ 9=W0+@X
o

price (S)

o

predicted
} changein S

Warning: magnitude depends
on units of both
1sq.ft. features and observations

square feet (sq.ft.) X
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A concrete example

3

(x) = -$44,850 + 280.76 ($/5q.ft.) x

o
\ “ Predict $ of 2,640 sq.ft. house:

-$44,850 + 280.76 ($/sq.ft.) * 2,640 sq.ft]
= $696,356
Predict sq.ft. of $859,000 sale:

($859,000+544,850)/ 280.76 ($/sq.ft.)

>

square feet (sq.ft.) X = 3,219 sq.ft.
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A concrete example

Y1 %) = -$44.850 + 280.76 ($/sq.ft.) x

™

price (S)

But what if:

square feet (sq.ft.)

>
X

©2018 Emily Fox

- House was measured in
square meters?

- Price was measured in RMB?
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Adding higher order effects
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Fit data with a lineor ... ?

® You show
your friend
square feet (sq.ft.)g\ X your analysis
25 ©2018 Emily Fox | STAT/CSE 416: Intro to Machine Learning |

Fit data with alineor ... ?

relationship!

square feet (sq.ft.) =
|
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What about a quadratic function?

relationship!

square feet (sq.ft.) =
|
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What about a quadratic function?
y A

fo(X) = Wg + Wy X+ W, X2

square feet (sq.ft.) = X
|
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Even higher order polynomial

yA

price (S)
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Polynomial regression

Model:
yi = WO + W1Xi+ W2 Xi2 + ...+ prip+ Si

treat as different features

feature 1 = 1 (constant) parameter 1 = w
feature 2 = x parameter 2 = w;

feature 3 = x? parameter 3 = w,

feature p+1 = xP parameter p+1 = w,

©2018 Emily Fox
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Other functions of one input

©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

Motivating application: Detrending time series
y; = S of it house sale
s t = month of i" house sale
£2] PNCahindhder A AV
e NM!’""J\M
| e
_ _ _ " Month (— H(Suse éales _recorded monthly
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Trends over time

Q
2]
[t}
2 .
On average, house prices
R tend to increase with time
£
8w
2
<
2
© |
1997‘—01 ‘ 199{;—01 ‘ 2001‘ -01 ‘ 2001;—01 ‘ 200;—01 ‘ 200‘7—01 ‘ 2005;—01 ‘ 201 1‘ -01 ‘ 201 1;—01
Month
33 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning |
Qo . .
¥ Most houses listed in summer
. +
@ Good houses sell quickly
m = Ppal
S |
£ iy N
8w b . .
o NM\!’"’“ Few homes listed in Nov./Dec.
o .
o Transactions often leftover
- inventory or special circumstances
1997‘701 ‘ 1999‘701 ‘ 2001‘ -01 ‘ 200(‘3701 ‘ 200“5701 ‘ 200‘7701 ‘ 2005;701 ‘ 201 1‘ -01 ‘ 201 ;—01
Month
34
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An example detrending

Model:
Yi = Wp + W, ti + W» S|n(2T[t| / 12 - CD) + &

Unknown phase/shift

Linear trend Seasonal component =
Sinusoid with period 12

/ (resets annually)

Trigonometric identity: sin(a-b)=sin(a)cos(b)-cos(a)sin(b)
2 sin(2mt; / 12 - @) = sin(2nt; / 12)cos(P) - cos(2mt; / 12)sin(P)

©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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An example detrending

Equivalently,
Vi = Wy + Wyt 4+ w, sin(2mt; / 12) 4+ ws cos(2mt; / 12) + €

feature 1 = 1 (constant)
feature 2 =t

feature 3 = sin(21Tt/12)
feature 4 = cos(2TTt/12)

©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

18



3/29/18

Detrended housing data

*1 Fit polynomial trend and
« | Sinusoidal seasonal component
2 |
— 2
8 @1
g
ke) :‘CE?A
2 5t order polynomial
- +
o | sin/cos basis
37 Month ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
Zoom in...
Fit polynomial trend and
sinusoidal seasonal component
5th order polynomial
_|_
sin/cos basis
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Other examples of seasonality

Motion capture data ,

5 50
S 25) '\
2 U :
250 1\ : ” :
oV e = e SN ek
20 40 60 80 100 120 140 160 180 200 . 1
tmesteps Demand forecasting |

(e.g., jacket purchases) |
Weather modeling
. —— (e.g., temperature, rainfall)
e
-~ <

Flu monitoring

nnnnn

39 ©2018 Emily Fox ek STAT/CSE 416: Intro to Machine Learning

Generic basis expansion

Model:

yi = Woho(xi) + Wl hl(Xi) + ...+ WD hD(XI)+ Ei

D
=0
jth feature
j'h regression coefficient
or weight

40 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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Generic basis expansion

Model:
yi = Woho(xi) + Wl hl(Xi) + ...+ WD hD(XI)+ Ei

D
=ZWJ h_](xl) + Ei
j=0

feature 1 = hy(x)...often 1 (constant)
feature 2 = hy(x)... e.g., x
feature 3 = h,(x)... e.g., x? or sin(21Tx/12) or log(x)

feature D+1 = hp(x)... e.g., xP

©2018 Emily Fox
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Adding other inputs
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Predictions just based on house size

43

square feet (sq.ft.)

g“.' \
|
©2018 Emily Fox
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3 bathrooms

el
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Add more inputs

f(x) = wy + w; sq.ft.

J—— A

(@)
&

square feet (sq.ft

)

©2018 Emily Fox

x>[1]

) + W, #bath

x[2]

STAT/CSE 416: Intro to Machine Learning
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Many possible inputs

- Square feet
- # bathrooms
- # bedrooms
- Lot size

- Year built

©2018 Emily Fox
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General notation

Output: y & Scalar

Inputs: x = (x[1],x[2],..., x[d])
L3

d-dim vector

Notational conventions:
x[jl = j* input (scalar)
hi(x) = j*" feature (scalar)
X; = input of i" data point (vector)

x[jl = j" input of it" data point (scalar)

©2018 Emily Fox
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Generic linear regression model

Model:
yi = WO ho(xi) + Wl hl(Xi) + ...+ WD hD(Xi) + Ei

D
= Z WJ hJ(X,) + Si
7=0

feature 1 = hy(x) ...e.g., 1
feature 2 = hy(x) ... e.g., x[1] = sq. ft.

feature 3 = h,(x) ... e.q., x[2] = #bath
or, log(x[7]) x[2] = log(#bed) x #bath

feature D+1 = hp(x) ... some other function of x[1],..., x[d]

47 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

Inpu}ts vs. features
£
d.
i ‘ ,J"{\« X,;Y{l
o %"" S St
M\
M7
[ e 1 s
|
|
| table to analyze
oV
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More on notation

# observations (x,y;) : N
# inputs x[j] : d
# features hy(x) : D

49 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning

RSS for multiple regression

YI/ s

0 1%
_ o RSS(W) = Y (yi- = w;hi(x))?
; o =1 J
O e A x[2] -—
o1/ e o ¢ <&

iy % P

L | &

50
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How many features to use?

* More on this soon!

©2018 Emily Fox
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A compact representation
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Representing function using vectors

D
f(X,) = WO hO(X,) + Wl hl(X,) + ...+ WD hD(XI) = Z WJ hj(xl)

. N
i sob g g o Cere ™

1000530010000

Wy ho + w0 i - Y Wby

20 304 -
3000200101000
W Wy W - s U‘)p
As an algorithm...
f(x;) = wpo holx) + wyhy(x) + ... + wp hp(x) = iwj hi(x))
Algorithm:

P(X,-J t= W L\J' (%)

o4 ©2018 Emily Fox STAT/CSE 416: Intro to Machine Learning
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Compact notation

f(X|) = WO hO(X,) + Wl hl(X|) + ...+ WD hD(XI) = Z WJ hj(xl)

100053001000

0

- h(x)

Ceok. o,

0

- W

U\)L\a)\k\s vec.

©2018 Emily Fox

witde i ofamﬁm
AQ

W;h(’(ﬂ

nok & owvi
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