CSE 413 12au Final Exam Sample Solution

**Question 1.** (10 points) Regular expressions I. Describe the set of strings generated by each of the following regular expressions. For full credit, give a description of the sets like “all sets of strings made up of a’s, b’s, and c’s with 4 a’s and at least as many b’s as a’s”. Don’t just transcribe the expressions from regular expression notation into English.

(a) \((ab)^*(bc)^*\)

0 or more “ab” strings followed by 0 or more “bc” strings.

(b) \(((a|b)+c)^*\)

Empty string or strings of a’s, b’s, and c’s where there is at least one a or b preceding every c, and ending with a c.

**Question 2.** (12 points) Regular expressions II. Write a regular expression or set of regular expressions that generate the following sets of strings.

Fine print: You may use basic regular expressions (sequences rs, choice \(r|s\), and repetition \(r^*\) and parentheses for subexpressions). You may also use + (one or more) and ? (zero or one), and character classes like \([ax-z]\) and \[^abc]\), but you may not use additional regular expression operators that might be found in various programming languages and software tools. You also may use named abbreviations like “vowels = [aeiou]” if these help.

(a) All non-empty strings of 0’s and 1’s such that the number of 1’s is even if there are any 1’s in the string. (There are no other restrictions on the positions of the 1’s in the string other than the total number of 1’s needs to be even.).

Many possibilities, of course. One is: 0+ | (0*10*10*)+

(b) Ruby identifiers. A Ruby identifier is a sequence of letters, digits, and underscores. An ordinary identifier may not begin with a digit. Identifiers may be preceded by $, @, or @@ to indicate global, instance, or class variables. The character following $, @, or @@ may not be a digit. An identifier may also end with one of the characters ?, !, or =.

($ | @@)? [a-zA-Z_][a-zA-Z0-9_]* (? | ! | =) ?
**Question 3.** (6 points) The C family of languages (including Java) has prefix and binary + and – operators, as well as increment and decrement operators ++ and -- that can appear either before or after an expression or sub-expression. The languages also include the other usual kinds of tokens, including identifiers, reserved words, and numbers.

How would a scanner for a language like Java divide the following input into tokens? Draw a box around each set of characters that make up a token. You should assume that these characters are adjacent to each other. We have added some space to make it easier to draw boxes, and the first box is drawn for you. (Remember that we’re only asking about how the scanner would divide this sequence of characters into tokens, not whether they make any sense as part of a C or Java program.)

```
1 2 + a ++ + = = 4 2 t h i n g s 1 7 - 1 + f i f ;
```

**Question 4.** (8 points) Give a context-free grammar that generates all strings of a’s and b’s that are not empty and are palindromes — that is, the string reads the same backwards as forwards. A few strings in this set are a, b, aa, bb, aaa, bbb, aba, bab, aaaa, abaa, abba, etc.

\[ S ::= a \mid b \mid a a \mid b b \mid a \ S \ a \mid b \ S \ b \]

(The most common errors on this question were grammars that generated only strings with an even or odd number of characters, or that could generate an empty string.)
Question 5. (12 points) Consider the following grammar

\[
\begin{align*}
expr & ::= a \mid a \ subs \\
subs & ::= [ expr ] \mid [ expr ] subs
\end{align*}
\]

(a) (4 points) What are the terminals and non-terminals of this grammar?

Non-terminals: \( expr \ subs \)

Terminals: \( a \ [ ] \)

(b) (5 points) Draw the parse tree for \( a [a] [a] \)

(c) (3 points) Describe in English the set of strings generated by this grammar.

In programming language terms, the identifier \( a \) followed by 0 or more subscript expressions in brackets, each of which is a nested instance of the same kind of expression.
Question 6. (10 points) In most of the languages descended from C, the syntax for function calls uses parentheses around the argument list, while array subscripts are indicated with brackets around each individual subscript. In some other languages like Fortran parentheses are used for both function calls and array subscripts, and subscripts for multiple-dimension arrays are given in a single list of expressions inside a single pair of parentheses. For instance, the C statement \( \text{ans} = b[i][j] \times \sin(\theta) \) would be written as \( \text{ans} = b(i,j) \times \sin(\theta) \) in Fortran.

Here is part of an expression grammar for Fortran that includes function calls and array references:

\[
\begin{align*}
\text{exp} &::= \text{term} \mid \text{exp} + \text{term} \mid \text{exp} - \text{term} \\
\text{term} &::= \text{factor} \mid \text{term} \times \text{factor} \mid \text{term} / \text{factor} \\
\text{factor} &::= \text{id} \mid \text{number} \mid (\text{exp}) \mid \text{funcall} \mid \text{arrayref} \\
\text{funcall} &::= \text{id} (\text{explist}) \mid \text{id} () \\
\text{arrayref} &::= \text{id} (\text{explist}) \\
\text{explist} &::= \text{exp} \mid \text{explist}, \text{exp}
\end{align*}
\]

(a) (7 points) Show that this grammar is ambiguous.

This can be done with either parse trees or derivations. The key is to show that the string \text{id(id)} has more than one possible derivation because of the syntactic overlap between \text{funcall} and \text{arrayref}. Here are two possible derivations (trees are left as an exercise for those not trying to type the answer):

\[
\begin{align*}
\text{exp} &\Rightarrow \text{term} \Rightarrow \text{factor} \Rightarrow \text{funcall} \Rightarrow \text{id}(\text{explist}) \Rightarrow \text{id}(\text{exp}) \Rightarrow \text{id}(\text{term}) \Rightarrow \text{id}(\text{factor}) \Rightarrow \text{id(id)} \\
\text{exp} &\Rightarrow \text{term} \Rightarrow \text{factor} \Rightarrow \text{arrayref} \Rightarrow \text{id}(\text{explist}) \Rightarrow \text{id}(\text{exp}) \Rightarrow \text{id}(\text{term}) \Rightarrow \text{id}(\text{factor}) \Rightarrow \text{id(id)}
\end{align*}
\]

(b) (3 points) A compiler for Fortran has to be able to analyze and understand programs in spite of this ambiguity. Suggest one way that this might be done (and the solution might involve other parts of the compiler, not just the parser).

There are a couple of reasonable solutions, both of which involve using type information to resolve the ambiguity.

- While parsing, if type information is available it can be used to decide if “id(“ is the beginning of a function call or array reference by looking up the type of “id”.

- We can rewrite the grammar to combine \text{arrayref} and \text{funcall} into a single non-terminal that generates \text{id(explist)}, and let later parts of the compiler sort out the details once type information is available.
**Question 7.** (14 points) The local library would like your help to write a Ruby program to print information about overdue books. The input to the program is a simple text file. The first line is the current date in the format `yyyyymmdd`, where `yyyy` is the year, `mm` is the month, and `dd` is the date. For example, today’s date, Dec. 13, 2012, would be written 20121213. The rest of the file contains information about checked-out books. There are three lines in the file for each book giving the book title, the borrower’s name, and the due date. Here’s an example with three books, two of which are overdue (due before the date given at the beginning of the input):

```
20121213
50 Shades of Ruby
A. Turing
19361112
Naughty and Nice
S. Clause
20121225
Bored of the Rings
P. Jackson
20121128
```

Write a Ruby program that reads data from standard input in this format and prints the following:

- For each overdue book, print the due date, borrower’s name, and book title on a single line, in that order with a comma between the name and title.
- After reading all of the input, print a list of names of the borrowers who have one or more overdue books. The list may be in any order. The name of each borrower in the list should be printed only once even if they have several overdue books, and each name should be on a separate line.

Here is the output for the above sample input (the order of the last two lines could also be reversed):

```
19361112 A. Turing, 50 Shades of Ruby
20121128 P. Jackson, Bored of the Rings
A. Turing
P. Jackson
```

For full credit you should use Ruby iterators like `each` to process the contents of any containers like arrays or hashes. Recall that if `h` is a hash, you can iterate through its key/value pairs with

```
h.each { |key, value| ... }
```

**Hint:** The date format was chosen so that dates could be compared as strings without having to convert them to numbers. But you do not have to do it that way if you don’t want.

Write your code on the next page. If you find it helpful, you can remove this page from the exam for reference while you are working.
Question 7. (cont.) Write your code here:

Here is one straightforward solution:

date = gets.chomp
names = { }
while title = gets.chomp
  borrower = gets.chomp
  duedate = gets.chomp
  if duedate < date
    puts duedate + " " + borrower + ", " + title
    names[borrower] = true
  end
end
names.each { |who, ignore| puts who }
Question 8. (18 points) The programming languages we’ve seen this quarter write arithmetic expressions in two quite different ways. Racket uses prefix notation, where each operator appears first followed by its operands. Ruby uses the more traditional infix notation, where binary operators are written between their operands. For example, the infix expression \((2+3) \times (9-6)\) is written in prefix notation as \((\times (\times (+ 2 3) (- 9 6)))\).

There is another notation for arithmetic expressions called postfix notation, where each operator follows its operands, i.e., the infix expression \(exp_1 \ op \ exp_2\) is written in postfix as \(exp_1 \ exp_2 \ op\). For example, the above expression would be written in postfix as \(2 3 + 9 6 - \times\). Interestingly enough, postfix expressions do not require parentheses to indicate either associativity or precedence.

Expressions are evaluated from left to right, and when an operator (+, *, etc.) is encountered, the two operands immediately to its left are combined using the operator, and the result replaces all three.

For this problem write a Ruby parser to translate an infix expression to postfix. The parser should read input tokens from a scanner, as in our project, and print the postfix version of the expression – it should not evaluate it. Here is the input expression grammar.

\[
\begin{align*}
exp & ::= \text{term} \mid \text{exp} + \text{term} \mid \text{exp} - \text{term} \\
\text{term} & ::= \text{factor} \mid \text{term} \times \text{factor} \mid \text{term} / \text{factor} \\
\text{factor} & ::= \text{id} \mid \text{number} \mid (\text{exp})
\end{align*}
\]

Here are some more examples of infix to postfix translations. (Remember that the rule is that \(exp_1 \ op \ exp_2\) is translated to \(exp_1 \ exp_2 \ op\), even when \(exp_1\) or \(exp_2\) are themselves complex expressions.)

<table>
<thead>
<tr>
<th>Infix</th>
<th>Postfix</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>2+3+4</td>
<td>2 3 + 4 +</td>
<td>Same as ((2+3)+4)</td>
</tr>
<tr>
<td>2+(3+4)</td>
<td>2 3 4 + +</td>
<td></td>
</tr>
<tr>
<td>((a+b)*c)</td>
<td>a b + c *</td>
<td></td>
</tr>
<tr>
<td>(a*(b+c))</td>
<td>a b c + *</td>
<td></td>
</tr>
<tr>
<td>((5-y)*(x+3))</td>
<td>5 y - x 3 + *</td>
<td></td>
</tr>
</tbody>
</table>

You should assume the following as you write your solution:

- There is a method \text{next_token} that returns a new \text{Token} object with the next input token each time it is called. There is a global variable \text{current_token} that contains the first \text{Token} in the expression when your parser procedure for \text{exp} is first called.
- If \(t\) is a \text{Token} object, \(t\).kind returns the token kind, which is either “ID”, “Number”, or one of the terminal symbols “+”, “-”, “*”, “/”, “(”, or “)”. If \(t\).kind returns “ID” or “Number”, then \(t\).value returns the actual identifier or number.
- There are no end-of-file or end-of-line tokens. The parser should stop once it has processed a complete expression (i.e., printed the postfix version of a single expression).

Hint: All that is required is to print out the tokens in the correct final order.

Write your answer on the next page(s). You may detach this page for reference if you wish.
# invariant: @current_token is the first token of the construct to be # processed when each method is called

# print  expr ::= term | expr+term | expr-term  in postfix
def expr
  term
  while @current_token.kind == "+" or @current_token.kind == "-
    op = @current_token.kind
    @current_token = @scan.next_token
    term
    print op, " "
  end
end

# print  term ::= factor | term * factor | term / factor  in postfix
def term
  factor
  while @current_token.kind == "*" or @current_token.kind == "/"
    op = @current_token.kind
    @current_token = @scan.next_token
    factor
    print op, " "
  end
end

# print  factor ::= id | number | ( expr )  in postfix
def factor
  if @current_token.kind == "ID" or @current_token.kind == "Number"
    print @current_token.value, " "
    @current_token = @scan.next_token
  else # assume @current_token.kind == "(" if not id or number
    @current_token = @scan.next_token # skip "("#
    expr
    @current_token = @scan.next_token # skip ")"
  end
end

Notes: Since the problem did not give complete details about how method next_token and variable current_token were declared, we were not strict about whether those were treated as instance variables, or whether next_token was an explicit member function of some object. What mattered was whether the intent was clear.

Similarly, we also ignored most details of whitespace and newlines in output while grading. The important thing was whether the code printed the correct tokens in the correct order.
A couple of short questions to wrap up. Please keep your answers brief and to the point (and legible!!). Your readers thank you.

**Question 9.** (6 points) Java has interfaces as well as classes, and a class can implement multiple interfaces. Neither Ruby nor C++ have interfaces, but for quite different reasons.

(a) Why are there no Java-style interfaces in Ruby? Give a technical reason why interfaces would not be appropriate and/or needed in this language.

Java interfaces only define types that are used during static type checking. Since Ruby uses dynamic typing, it doesn’t make sense to specify static types for classes or the methods and constants in them.

(b) Why are there no Java-style interfaces in C++? Again, give a technical reason why interfaces would not be appropriate and/or needed in this language.

They would be redundant. C++ (as well as Java) allows the programmer to declare completely abstract classes with no method implementations. Since C++ supports multiple inheritance, a class can extend one or more fully abstract classes to create a class that implements multiple types, which provides the same capabilities as using interfaces in Java.

**Question 10.** (4 points) One of the classic strategies for automatic memory management is reference counting. Yet reference counting is not used as the normal strategy for reclaiming memory in languages like Java, Ruby, and Racket, all of which use automatic garbage collectors. What is the main technical reason that reference counting cannot be used if we want to reclaim all unused memory?

The primary technical limitation is that pure reference counting cannot reclaim circular data structures. If a data structure contains cycles, all of the nodes in the cycle will have non-zero reference counts even if there are no other outside references to the data. Reference counting will not discover that the data is unused and could be reclaimed because of the non-zero reference counts.

*Best wishes for the holidays and the New Year!!*