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Acceptance, performance

e acceptance testing: System is shown to the user / client /
customer to make sure that it meets their needs.

— A form of black-box system testing

e Performance is important.
— Performance is a major aspect of program acceptance by users.
— Your intuition about what's slow is often wrong.



What's wrong with this? (1)

public class BuildBigString {
public final static int REPS = 80000;

// Builds/returns a big, important string.
public static String makeString () {

String str = "";
for (int n = 0; n < REPS; n++) {
str += "more";

}

return str;

public static void main(String[] args) {
System.out.println (makeString());



What's wrong with this? (2)

public class Fibonacci {
public static void main(String[] args) {
// print the first 10000 Fibonacci numbers
for (int 1 = 1; 1 <= 10000; 1i+4+) {
System.out.println(fib(1i));

}

// pre: n >=1
public static long fib(int n) {
if (n <= 2) {
return 1;
} else {
return fib(n - 2) + fib(n - 1);



What's wrong with this? (3)

public class WordDictionary {
// The set of words in our game.
List<String> words = new ArrayList<String>();

public void add(String word) {
words.add (word.toLowerCase () ) ;

public boolean contains(String word) {
for (String s : words) {
1f (s.toLowerCase () .equals (word)) {
return true;

}

return false;



What's wrong with this? (4)

public class BankManager {
public static void main(String[] args) {
Account[] a = Account.getAll();
for (int i = 0; 1 < Math.sqrt(895732); i++) {
ali].loadTaxDatal() ;
1f (a.meetsComplexTaxCode (2020)) {
al[i].fileTaxes (4 * 4096 * 17);

Account[] aZ2 = Account.getAll();
for (int i1 = 0; 1 < Math.sqrt(895732); 1i++) {
if (a.meetsComplexTaxCode (2020)) {
az2[i] .setTaxRule (4 * 4096 * 17);
az[i] .save(new File(a2.getName()));
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The correct answers

Who cares?
Who cares?
Who cares?
Who cares?

"We should forget about small efficiencies, say about 97% of
the time: premature optimization is the root of all evil."

-- Donald Knuth

"We follow two rules in the matter of optimization:
1. Don't do it.
2. (for experts only) Don't do it yet."

-- M. A. Jackson



Thinking about performance

e The app is only too slow if it doesn't meet your project's
stated performance requirements.

— If it meets them, DON'T optimize it!
e Which is more important, fast code or correct code?

e What are reasonable performance requirements?

— What are the user's expectations? How slow is "acceptable" for
this portion of the application?

— How long do users wait for a web page to load?
— Some tasks (admin updates database) can take longer



Optimization myths

e Myth: You should optimize your code as you write it.
— No; makes code ugly, possibly incorrect, and not always faster.
— Optimize later, only as needed.

e Myth: Having a fast program is as important as a correct one.
— If it doesn't work, it doesn't matter how fast it's running!

o Myth: Certain operations are inherently faster than others.
- x << 1 is faster to compute than x * 2 7?

— This depends on many factors, such as language used.
Don't write ugly code on the assumption that it will be faster.

e Myth: A program with fewer lines of code is faster.



Perceived performance

e "My app feels too slow. What should I do?"
— possibly optimize it
— And/or improve the app's perceived performance

e perceived performance:
User's perception of your app's responsiveness.

e factors affecting perceived performance:
— loading screens

— multi-threaded Uls (GUI doesn't stall while Migrosofte
something is happening in the background) Windows




Optimization metrics

e runtime / CPU usage

— what lines of code the program is spending the most time in
— what call/invocation paths were used to get to these lines

e naturally represented as tree structures

e memory usage
— what kinds of objects are on the heap
— where were they allocated
— who is pointing to them now
— "memory leaks" (does Java have these?)

e web page load times,
requests/minute, etc.

2 /Windows Task Manager Q@ﬁ

File Options View Shut Down Help

| Applications | Processes || Performance ;| Networking | Users |

CPU Usage CPU Usage History

PF Usage Fage File Usage History

Totals Physical Memory (K)

Handles 31443 Total 1047856
Threads 778 Available 355956
Processes 62 System Cache 392572
Commit Charge (K) Kernel Memory (K)

Total 638356 Total 65396
Limit 2522864 Paged 45360
Peak 652760 MNonpaged 20036

Processes: 62  CPU Usage: 6% Commit Charge; 623M
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Benchmarking, optimization

 benchmarking: Measuring the absolute performance of your
app on a particular platform (coarse-grained measurement).

e optimization: Refactoring and enhancing to speed up code.

— I/O routines
e accessing the console (print statements)
o files, network access, database queries
cexec () [/ system calls

— Lazy evaluation saves you from computing/loading
e don't read / compute things until you need them

— Hashing, caching save you from reloading resources
e combine multiple database queries into one query
e save I/O / query results in memory for later
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Optimizing memory access

e Non-contiguous memory access (bad):

for (int col = 0; col < NUM_COLS; col++) {
for (int row = 0; row < NUM_ROWS; row++) {
table[row] [column] = bulkyMethodCall();

e Contiguous memory access (good):

for (int row = 0; row < NUM_ROWS; row++) {
for (int eol = 0; col < NUM_COLS; col++) {
table[row] [column] = bulkyMethodCall () ;

— switches rows NUM_ROWS times, not NUM_ROWS * NUM_COLS
13



Optimizing data structures

e Take advantage of hash-based data structures

— searching an ArrayList (contains, indexOf) is O(N)
— searching a HashMap/HashSet is O(1)

e Getting around limitations of hash data structures

— need to keep elements in sorted order? Use TreeMap/TreeSet
— need to keep elements in insertion order? Use LinkedHashSet

Table

elements =

0 1 2 3 4 5 6 7.

[PV R

=Rl

1
1
size = 4 Y S s R g = B

Figure 12.1 A Hash Table

Linked List
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Avoiding computations

e Stop computing when you know the answer:

found = false;
for (1 = 0; 1 < reallyBigNumber; 1i++) {
1f (inputs[i].isTheOneIWant ()) {
found = true;
break;

e Hoist expensive loop-invariant code outside the loop:

double taxThreshold = reallySlowTaxFunction();
for (1 = 0; 1 < reallyBigNumber; 1i++) {
accounts[i] .applyTax (taxThreshold) ;
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Lookup tables

e Figuring out the number of days in a month:
if (m == || m == || m == [l m == 11) {
return 30;
} else 1f (month == 2) {
return 28;
} else {
return 31;

}

e Days in a month, using a lookup table:
DAYS PER_MONTH = {-1, 31, 28, 31, 30, 31, 30, ..., 31};

return DAYS PER_MONTH [month];

— Probably not worth the speedup with this particular example...
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Optimization iIs deceptive

int sum = 0;
for (int row = 0; row < NUM_ROWS; row++) {
for (int col = 0; col < NUM_COLS; col++) {

sum += matrix[row] [column] ;

}

e Optimized code:
int sum = 0;
Cell* p = matrix;
Cell* end = &matrix[NUM_ROWS - 1] [NUM_COLS - 11];
while (p != end) {
sum += *p++;

}

e Speed-up observed: NONE.
— Compiler was already optimizing the original into the second! 17



Dynamic programming

public static boolean 1sPrime(int n) {
double sgrt = Math.sgrt(n);
for (int 1 = 2; 1 <= sqgrt; 1++)
if (n $ 1 == 0) { return false; }
return true;,

o dynamic programming: Caching previous results.
private static Map<Integer, Boolean> PRIME = ...;

public static boolean isPrimeZ (int n) {
if (!'PRIME.containsKey (n))
PRIME.put (n, isPrime(n));
return PRIME.get (n);
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Optimization tips

e Pareto Principle, aka the "80-20 Rule"
— 80% of a program's execution occurs within 20% of its code.
— You can get 80% results with 20% of the work.

e "The best is the enemy of the good."
— You don't need to optimize all your app's code.
— Find the worst bottlenecks and fix them. Leave the rest.
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o profiling: Measuring relative system statistics (fine-grained).

— Where is the most time being spent? ("classical" profiling)
¢ Which method takes the most time?
¢ \Which method is called the most?

— How is memory being used?
e What kind of objects are being created?
e This in especially applicable in OO, GCed environments.

— Profiling is notthe same as benchmarking or optimizing.
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Types of profiling

e insertion: placing special profiling code into your program
(manually or automatically)
— pros. can be used across a variety of platforms; accurate
— cons:. requires recompiling; profiling code may affect performance

e sampling: monitoring CPU or VM at regular intervals and
saving a snapshot of CPU and/or memory state

— pros. no modification of app is necessary

— cons. less accurate; varying sample interval leads to a
time/accuracy trade-off; small methods may be missed;
cannot easily monitor memory usage
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Android Traceview

e Traceview:
— http://developer.android.com/tools/debugging/debugging-tracing.html

— Debug class generates *.trace files to be viewed
e Debug.startMethodTracing(); ... Debug.stopMethodTracing();

— timeline panel: describes when each thread/method start/stops
— profile panel: summary of what happened inside a method

Name Inel % Inclusive Exel % Exclusive | Calls+Rec
r w || 4 android /webkit/LoadListener.nativeFinished OV 66.6%17734.382 53.2%14161.950 14+0 =
6 O 6 3 android /webkit/LoadListener.tearDown OV 100.0%17734.382 14/14 m
msec: 2,312_403 Iﬁ android /view/View.invalidate (llV 19.8% 3516.410 2413/2853
I 57 android fwebkit/BrowserFrame.startLoadingResource (ILjava 0.3% 44.636 3/15
53 java/utl/HashMap.put (Ljava/lang/Object;Ljava/lang/Objec 0.0% 6.223 6/326
T T T | 20 android fwebkit/)WebCoreJavaBridge.setShared Timer (JjV 0.0% 2.593 2/730
5,000 10,000 15,000 378 android /view/ViewGroup.requestLayout (V 0.0% 1.139 2/54
. B 315 java/utiljHashMap. <init> ()V 0.0% 0.879 3741
[3] Main 629 android /webkit/BrowserFrame.loadCompleted )V 0.0% 0.285 1/1
I 598 android /webkit/WebView.didFirstLayout (JV 0.0% 0.231 1/2
[17] Thread-0 | I| | | I | | | I | H 703 android /webkit/BrowserFrame.windowObjectCleared (DV 0.0% 0.038 142
5 android /webkit/)WebCorelavaBridgeSTimerHandler.handleMessa 16.3% 4342.697 0.5% 132.018 730+0
» B 6 android /view/View.invalidate I}V 15.6% 4161.341 1.2% 319.164 2853+0
[19] Thread-2 » 7 android /webkit/)WebCore)avaBridge.access$300 (Landroid fwebk 15.1% 4025.658 0.1%  26.727 72940
» [ 8 android /webkit/)WebCoreJavaBridge.shared TimerFired (W 15.0% 3998.931 8.5% 2256.801 729+0
[15] Binder Thread #3 » W 9 android /view/View.invalidate {Landroid/graphics/Rect;}V 13.8% 3671.342 0.9% 246.190 2853+0
10 android fview/ViewGroup.invalidateChild (Landroid jview/View;La 12.4% 3298.987 6.3% 1687.629 876+1148
» [ 11 android/event/EventLoop.processPendingEvents OV 6.3% 1674.317 0.6% 151.201 12+0
[13] Binder Thread #2 b 12 android fview/ViewRoot.handleMessage (Landroid fos/Message;) 4.6% 1217.210 0.0% 1.992 35+0
» B 13 android jview/ViewRoot.performTraversals OV 4.5% 1209.815 0.0% 7.1%0 3440
» B 14 android jview/ViewRoot.draw (Z)V 4.1% 1096.832 0.0% 11.508 3440
» B 15 android/policy/PhoneWindows DecorView.drawTraversal (Landrc 3.9% 1040.408 0.0% 2.218 3440
» B 16 android jwidget/FrameLayout.drawTraversal (Landroid /graphics, 3.8% 1023.779 0.0% 3.129 34+48
| 17 android fview/View.drawTraversal (Landroid/graphics/Canvas;Lz 3.8% 1022.611 0.1% 19.213 34+154 2 2
» W 18 android jview/ViewGroup.dispatchDrawTraversal (Landroid /grag 3.8% 1000.413 0.2% 42.609 34+130
> L 19 android jview/ViewGroup.drawChild (Landroid/graphics/Canvas; 3.7% 983.346 0.2% 42.926 34+150



Android profiling DDMS

e Dalvik Debug Monitor Server (DDMS):

— http://developer.android.com/tools/debugging/ddms.html
e Eclipse: Window — Open Perspective — Other... — DDMS
e console: run ddms from tools/ directory
— On Devices tab, select process that you want to profile
e Click Start Method Profiling
e Interact with application to run and profile its code.

800 DDMS - Eclipse - /Users/robertly/Documents/workspace =
Ci |88 &0 Oy &% 5\DDMS | %5 Debug™
% @& O }% E: 4 [@ }“ v =g % Threads £3 Heap| (§ Allocation Tracker| i File Explorer | =0
ID Tid Status utime stime Name
Online Android-2.1 [2.1 3 200 wait 26 20 main
8600 *5 201 vmwait 2 7 HeapWorker
601 7 202 vmwait 0 0 Signal Catcher
*9 203 running 3 7 JOWP
com.an hon :ggz 11 204 native 0 0 Binder Thread #1
N 13 205 native 0 0 Binder Thread #2
com:aly OCkIRIEY 2503 15 207 wait 0 0 Thread-8
i i 8605
cccccc
@ emulator C all=11c- =
Telepho! m @
ice: | home E Speed: [ Full B Class od
Data: | home %) Latency: [ None [
Telephony Act
Incoming numbi
'''''' L 3 Jar
[ TETEN QOOO®|+# ~ B~ =0 23
[ Lea




Java profiling tools

e Many free Java profiling/optimization tools available:
— TPTP profiler extension for Eclipse
— Extensible Java Profiler (EJP) - open source, CPU tracing only
— Eclipse Profiler plugin
— Java Memory Profiler (JMP)
— Mike's Java Profiler (MJP)
— JProbe Profiler - uses an instrumented VM

e hprof (java —Xrunhprof)
— comes with JDK from Sun, free
— good enough for anything I've ever needed
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usage: java -Xrunhprof: [help] | [<option>=<value>,

Option Name and Value
heap=dump|sites|all
cpu=samples|times|old
monitor=y|n
format=a|b
file=<file>
depth=<size>
interval=<ms>
cutoff=<value>
lineno=y|n

thread=y|n

doe=y|n
msa=y|n
force=y|n

verbose=y|n

Description

heap profiling

CPU usage

monitor contention
text (txt) or binary output
write data to file
stack trace depth
sample interval in ms
output cutoff point
line number in traces?
thread in traces?

dump on exit?

Solaris micro state accounting

force output to <file>
print messages about dumps

Default
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Sample hprof usage

java —-Xrunhprof:cpu=samples, depth=6, heap=sites

or
java —-Xrunhprof:cpu=o0ld, thread=y, depth=10,cutoff=0, format=a
ClassName

— Takes samples of CPU execution
— Record call traces that include the last 6/10 levels on the stack

— Only record "sites" used on heap (to keep output file small)

java —Xrunhprof ClassName

— Takes samples of memory/object usage

o After execution, open the text file java.hprof.txt in the

current directory with a text editor
26



hprof visualization tools

File Edit View Scope Metric Guess Window Tree

2[5E| v |h|f 6 & 26

[Call Graph Tree (CPU}_(virtualtimes, partial data, ../ mmediately
e CPU samples TS —
- - - 241554 (100%) !nt sc?marki
215170 {100%;) jnt.scimarl kZ.|
— critical to see traces to modify code E s
. - ¢_||—)1 22652421(190(%?;;,”; E;;:S: :;ﬁ;:;)ﬂﬁ? :crwlfn:anrtlzg rF'a::idnm nextDouhble
— hard to read - far from the traces in the file
- - -
— HPJmeter analyzes java.hprof.txt visually S

e http://software.hp.com/portal/swdepot/displayProductInfo.do?productNumber=HPJMETER

.l Performance Analysis: java.hprof.txt

— another good tool called PerfAnal builds _
and navigates the invocation tree e T e e

com/developfdemos/TestHpro
[ java/lang/StringBuffer. <init:>: 93.73% (852 inclusive § 727 ex
[J com/developfdemos/TestHprof.makeStringinline: 35.20% (32

—_— download PerfAnal . jar’ and: ] com/develop/demos/ TestHprof. makeString: 32.67% (297 incl

[J com/developfdemos/TestHprof.addToCat: 32.67% (297 inclu!

[J com/develop/demos/TestHprof. mak eStringWithLocal: 30.03%

java _jar PerfAnal ° jar ° / java ° hprof " txt [ java/lang/StringBuffer.append: 15.73% (143 inclusive / 15 exi

[Jjava/lang/String.getChars: 13.53% (123 inclusive / 9 exclusiv
Dja\rajIangfsystem.arraycopy: 12.54% (114 inclusive / 114 exc

[ java/lang/StringBuffer.tastring: 1.43% (13 inclusive f & excluy
[ java/security/AccessCantroller.doPrivileged: 0.99% (2 inclusiy
[Jjava/lang/string.<inits>: 0.77% (7 inclusive / 5 exclusive)

M1 sunimisc/URLClassPath.aetLoader: 0.55% (5 inclusive / 0 exc

e Heap dump
— critical to see what objects are there, and who points to them
— HPjmeter or HAT: https://hat.dev.java.net/
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TPTP

e a free extension to Eclipse for Java profiling
— easier to interpret than raw hprof results
— has add-ons for profiling web applications (J2EE)

& Profiling and Logging - ProductCatalog.java - Eclipse SDK
File Edit Source Refactor Mayigate Search Project Run Window Help

1B S [%#-0-8-Q- |b|BBE|5 =5 | @roting and L. &3ava
| &= & | & | workingsets ~ W

‘Clmsnle cution Statistics ™ MemodlnuomﬁonDeiails! 52”:::"" '| 3 @!@|‘|ﬁ||% AT TE
product.Praduct at popescud11 [PID; 395 {Filter: No filter )
Method l 1 Clazs ! Package 1 Baze Time {gac... ! <Cumulative Ti... 1 Callz J i
@ mainfiava.lang.Siring[l) void 4 {2 Product £ com.sample.p... 0.07% 44.63% 0.02%
(@ readData{iava.lang.String) void < {2 ProductCatalog £ com.sample.p... 0.05% 41.08% 0.02%
(&) parseContent(java.io.File, javax. < & ProductCatalog £ com.sample.p... 0,09% 21.30% 0.39%
¥4 createParser() javax.xml.parsers ) ProductCatalog | *% com.sample.p... EI.EII%
@ parzefjava.io. InputStream, org.x ¢@ SAXParser ﬁ javax.xml.pa... 0.07% 19.23% 0.39%
(@ parze{org.xml.zax. InputSource, + < (2 SAXParser £ javax.xml.pa... 0.15% 19.11% 0.39%
(@ parseforg. xml.sax. InputSource) ' 4 {3 AbstractSA%P... £ org.apache.x... 13.02% 18.158% 0.39%
(@ newlnstance() javax.xml.parsers < £ SAXParserFa.., £ javax.xml.pa... 0.04% 12.64% 0.02%
@ find{java.lang.String, java.lang.c < &3 FactoryFinder £ javax.xml.pa... 0.04% 12,53%  0.02%
@ findJarServiceProvider(java.lang, 4 & FactoryFinder &3 javax.xml.pa... 12.35% 12.35% 0.02%
@ newsaxParser() javax.xml.parse < &} SAXParserFa... &% org.apache.x... 0.07% 6.649% 0L02%
(@ saxParserimpl{javax.xml.parsers 4+ &) SaXParserimpl 83 org.apache.x... 0.32% 6. 57% 0.02%
(&) SA¥Parser() < {2 SAXParser £ org.apache.x... §.22% 5.22%  0.02%
@ startElement(iava lang.String, j&° 4 & ProductCatalog &3 com.sample.p... 1.28% 5.17%  0.78%
@ printin{java.lang.String) void <4 {3 ConsolePrints... £ com.ibm.jvm.io 0.01% 3.18% 0.02%
@ printin{java.lang.String) void < {2 PrintStream B javaio 0.00% 3.00% 0.02%
@ newline) void 4 {3 PrintStream £ java.io 2.89% 289%  0.02%
@ append{iava.lang.String) java.lar < &3 StringBuffer £ java.lang 1.40% 2.08% 12.23%
@ FilelnputStream(java.io.Flle) 4 FilelnputStream &3 javaiio 0.13% 190% 0.39%
(@ open{java.lang.String) void <4 (3 FileInputStream &3 java.io 1.73% 1.73%  0.39%
@ stringBufferjava.lang.String) < (& StringBuffer £ java.lang 0.41% 0.95%  2.27% |

| | | 2mofaom 0| 28




Profiler results

e What to do with profiler results:

— observe which methods are being called the most
e These may not necessarily be the "slowest" methods!

— observe which methods are taking most time relative to others

e Warnings
— CPU profiling slows down your code (a lot)
e design your profiling tests to be very short

— CPU samples don't measure everything
e doesn't record object creation and garbage collection time

— Output files are very large, esp. if there is a heap dump
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Garbage collection

e garbage collector: A memory manager that reclaims objects
that are not reachable from a root-set

e root set: all objects with an immediate reference

— all reference variables in each frame of every thread's stack
— all static reference fields in all loaded classes

Size

Heap Size

Have NO references from Root Set
Will be Garbage Collected

Total size of
reachable objects

[ Root Set Reference
[] objectin Java Heap

Total size of
allocated objects

Time

30



Profiling Web languages

e HTML/CSS
— YSlow: http://developer.yahoo.com/yslow/

e JavaScript
— Firebug: http://getfirebug.com/

e Ruby on Rails
— ruby-prof: http://ruby-prof.rubyforge.org/
— ruby-prof --printer=graph_html --file=myoutput.htm| myscript.rb

o JGP
— X.Link: http://sourceforge.net/projects/xlink/

e PHP
— Xdebug: http://xdebug.org/ 31




JavaScript optimization

e JavaScript is ~1000x slower than C code.

e Modifying a page using the DOM can be expensive.

var ul = document.getElementById ("myUL");
for (var 1 = 0; 1 < 2000; 1i++) {
ul.appendChild (document.createElement ("11"));

}

— Faster code that modifies DOM objects "offline":

var ul = document.getElementById ("myUL");
var li = document.createElement ("11i");

var parent = ul.parentNode;
parent . removeChild (ul);
for (var 1 = 0; 1 < 2000; 1i+4++4+) {

ul.appendChild(li.cloneNode (true));

}
parent . appendChild (ul); 32



