1. The tree method and the master method

Consider the following recurrence:

\[ A(t) = \begin{cases} 
5 & \text{if } t = 1 \\
5A(t/3) + t^2 & \text{otherwise}
\end{cases} \]

We want to find an exact closed form of this equation by using the tree method.

(a) Suppose we draw out the total work done by this method as a tree, as discussed in lecture. Including the base case, how many levels in total are there?

Your answer should be a mathematical expression which uses the variable \( p \), which represents the original number we passed into \( A(t) \).

(b) How many nodes are there on any given level \( i \)? Your answer should be a mathematical expression that uses the variable \( i \).

Note: let \( i = 0 \) indicate the level corresponding to the root node. So, when \( i = 0 \), your expression should be equal to 1.

(c) How much work is done on the \( i \)-th recursive level? Your answer should be a mathematical expression that uses the variables \( i \) and \( p \).

(d) How much work is done on the final, non-recursive level? Your answer should be a mathematical expression that uses the variable \( p \).

(e) What is the closed form of this recurrence? Be sure to show your work.

Note: you do not need to simplify your answer, once you found the closed form. Hint: You should use the finite geometric series identity somewhere while finding a closed form.

(f) Use the master theorem to find a big-\( \Theta \) bound of \( A(t) \).
2. Sorting algorithms
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(a) Suppose we have a version of quick sort which selects pivots using the median-of-three strategy and creates partitions in the manner described in lecture.

Explain how you would build an input array that would cause this version of quick sort to run in \( O(n^2) \) time.

Your answer should explain on a high level what your array would look like and what happens when you try running quick sort on it. You do not need to give a specific example of such a array, though you may if you think it will help make your explanation more clear.

(b) Recall that merge sort works by taking an array, splitting it into two pieces, recursively sorting both pieces, then combining both pieces in \( O(n) \) time.

Suppose that instead we split the array into three equally sized pieces instead of two. After we finish recursing on each of the three pieces, we merge two of the three pieces together, then merge that with the third piece to get the final sorted result.

What is the worst-case asymptotic runtime of this variation on merge sort? Is it better or worse than the original version of merge sort? Use the following steps to justify your answer:

- Write out the recurrence for this variation of merge sort
- Use the master theorem to give an asymptotic bound for this variation of merge sort
- Compare the bound from part b to that of a standard merge sort.

3. Running Dijkstra’s algorithm
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Consider the following graph:

Run Dijkstra’s algorithm on this graph, starting on node \( a \). Show the final costs of each vertex, as well as the edges that are selected by Dijkstra’s algorithm.

In the case of a tie, add the vertex that comes first alphabetically.
4. Running topological sort
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Consider the following graph:

![Graph Diagram]

(a) Suppose we run the topological sort algorithm on this graph. List three different possible valid outputs.

(b) Suppose we want to modify this graph so that running topological sort is impossible – so that there is no valid output when we try running the algorithm.

We are allowed to change the graph by either adding or removing exactly one edge.

What edge would you add or remove? Briefly explain why your change causes the graph to no longer have a valid topological ordering.

5. Modifying Dijkstra’s algorithm
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(a) Suppose you are given a graph that has negative-cost edges, but no negative-cost cycles. You want to find the shortest path between two points and decide to do so using the following algorithm:

(i) Add every edge by some constant $k$ such that there are no more negative-cost edges.

(ii) Run Dijkstra’s algorithm to find the shortest path.

Unfortunately, this algorithm does not work. Give an example of a graph where this algorithm fails to return the correct answer. Be sure to explain why the algorithm fails on this graph.

Note: your example does not need to be complicated – you should need to use at most three or four nodes.

(b) Suppose we have a version of Dijkstra’s algorithm implemented using binary heaps with a $O(\log(n))$ decreaseKey method. As we discussed in lecture, this version of Dijkstra’s algorithm will have a worst-case runtime of $O(|V| \log(|V|) + |E| \log(|V|))$.

Now, suppose we know we will always run this algorithm on a simple graph. Given this information, rewrite the worst-case runtime of Dijkstra’s algorithm so it only uses the variable $|V|$. Briefly justify your answer.

(c) Why does your answer to part (b) apply only to simple graphs? Why is it an inaccurate worst-case bound for non-simple graphs?
6. Modeling with graphs
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Suppose we are trying to implement a program that finds a path between any two locations within Seattle that takes the shortest amount of time possible. Note that the time needed to travel down a particular stretch of road depends on several different factors such as the length of the road, the speed limit, and the amount of traffic.

In case of a tie, the program should find us the route with the shortest physical distance. For example, suppose we are considering two different routes from UW to the Space Needle. Based on current traffic conditions, both routes will take 15 minutes. However, route one is 3.5 miles long and route two is 3.7 miles long. In that case, our algorithm should pick route one.

(a) Explain how you would model this scenario as a graph. Answer the following questions in bullet points with short sentences, then give an overall description on anything else that is relevant:

- What are your vertices and edges?
- What information do you store for each vertex and edge?
- Is this a weighted graph or an unweighted one?
- Is this a directed or undirected graph?
- Do you permit self-loops? Parallel edges?

(b) Explain how you would modify Dijkstra’s algorithm to find us the best route according to the specifications listed above. In particular, be sure to explain:

- How you combine or use different factors like road length, the speed limit, or the amount of traffic while finding the best route.
- How you would modify Dijkstra’s algorithm to break ties in the manner described above.

Use the following pseudocode for Dijkstra’s algorithm as a base for your response to this question; it will be helpful to list specific lines that you will be modifying to fit this specific problem. Be sure your algorithm makes sense when combined with the graph representation you chose in part a.

```plaintext
dijkstra(Graph G, Vertex source) {
    initialize distances to infinity
    mark source as distance 0
    mark all vertices unprocessed

    while (there are unprocessed vertices) {
        let u be the closest unprocessed vertex
        foreach (edge (u, v) leaving u) {
            if (u.dist + w(u, v) < v.dist) {
                v.dist = u.dist + w(u, v)
                v.predecessor = u
            }
        }
        mark u as processed
    }
}
```

1  Dijkstra(Graph G, Vertex source) {
2      initialize distances to infinity
3      mark source as distance 0
4      mark all vertices unprocessed
5
6      while (there are unprocessed vertices) {
7          let u be the closest unprocessed vertex
8          foreach (edge (u, v) leaving u) {
9              if (u.dist + w(u, v) < v.dist) {
10                 v.dist = u.dist + w(u, v)
11                 v.predecessor = u
12             }
13          }
14          mark u as processed
15      }
16  }