
CSE 373 
MAY 31TH – EVAN’S FUN LECTURE 
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•  Friday will be an exam review 
•  Practice exams will be out tonight 

•  I will link some other practice finals as well, 
but they can be found on the 17wi page right 
now. 

•  Exam: Tue Jun 6, 2:30 – 4:20 
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•  How bad is it? 
•  Necessary for some hard problems 
•  Still can be useful for some easier problems 
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•  P is our success probability 
•  NP-complete means we can check a solution 

in O(nk) time, but we can find the exact 
solution in O(kn) time – very bad 

•  Suppose we want to have a confidence 
equal to α, how do we get this? 
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•  We can verify solutions in polynomial time, so we 

can just guess-and-check. 
•  How many times do we need to run our algorithm 

to be sure our chance of error is less than α? 
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RANDOMIZATION 
(1-p)k = α 
k*ln(1-p) = ln α 
k =  (ln α) 
    (ln(1-p)!

k = log(1-p) α 
 !
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•  Cool, I guess… but what does this mean? 
•  Suppose P = 0.5 (we only have a 50% chance of 

success on any given run) and α = 0.001, we 
only tolerate a 0.1% error 

•  How many runs do we need to get this level of 
confidence? 
•  Only 10! This is a constant multiple 
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RANDOMIZATION 
•  Even if p is 0.1, only a 10% chance of success, 

we only need to run the algorithm 80 times to get 
a 0.001 confidence level  

•  What does this mean? 
•  Randomized algorithms don’t have to be 

complicated, if you can create a reasonable 
guess and can verify it in a short amount of time, 
then you can get good performance just from 
running repeatedly. 
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MINCUT 
•  Suppose there is a graph G(V,E)  
•  Find the two non-empty subgraphs V1 and V2 

such that V1 U V2 = V and the set of edges 
connecting them are minimal 

•  Why do we even care? 
•  The min-cut is the maximum flow, if we are trying 

to connect two cities, the limit of traffic flow 
between nodes in the network 
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KARGER'S ALGORITHM 

•  Bleh. Garbage. Who has the time? 
•  Can we estimate the min-cut? 

•  What might be an easy estimator? 
•  Contract edges at random! 

•  How many edges will you contract to get two 
subgraphs? 

•  Only |V|-2 
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KARGER'S ALGORITHM 

•  Does this work? 
•  Success probability of 2/|E| 
•  Run it O(E) times, and you have a bounded 

success rate! 
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HARDWARE CONSTRAINTS 
•  So far, we’ve taken for granted that memory 

access in the computer is constant and 
easily accessible 
•  This isn’t always true! 
•  At any given time, some memory might be 

cheaper and easier to access than others 
•  Memory can’t always be accessed easily 
•  Sometimes the OS lies, and says an object is 

“in memory” when it’s actually on the disk 
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•  Back on 32-bit machines, each program had 

access to 4GB of memory 
•  This isn’t feasible to provide! 
•  Sometimes there isn’t enough available, and 

so memory that hasn’t been used in a while 
gets pushed to the disk 

•  Memory that is frequently accessed goes to 
the cache, which is even faster than RAM 
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•  So, the OS does two smart things 

•  Spatial locality – if you use memory index 
Ox371347AB, you are likely to need 
Ox371347AC – bring both into cache 

•  These are called pages, and they are usually 
around 4kb 

•  All of the processes on your computer have 
access to pages in memory. 
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LOCALITY AND PAGES 
•  When you call new in Java, you are 

requesting new memory from the heap. If 
there isn’t memory there, the JVM needs to 
get new memory from the OS 
•  The OS only uses memory in page sizes 
•  So if you allocate 100Bytes of data, you 

overallocate to 4kb! 
•  But you can use that 4kb if you need more 
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LOCALITY AND PAGES 
•  Secondly, the OS uses temporal locality, 

•  Memory recently accessed is likely to be 
accessed again 

•  Bring recently used data into faster memory 
•  Types of memory (by speed) 

•  Register 
•  L1,L2,L3 
•  Memory 
•  Disk 
•  The interwebs (the cloud) 
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LOCALITY AND PAGES 
•  The OS is always processing this 

information and deciding which is the best 
•  This is why arrays are faster in practice, they 

are always next to each other in memory 
•  Each new node in a tree may not even be in 

the same page in memory!! 
•  Important to consider when designing and 

explaining design problems. 



FRIDAY 
•  Exam review during class 
•  Exam review EEB 105 4:30 – 6:00 


