v

Email address:

CSE 373 Winter 2009: Midterm #2

U

(closed book, closed notes, NO calculators allowed)

Instructions: Read the directions for each question carefully before answering. We may
give partial credit based on the work you write down, so if time permits, show your
work! Use only the data structures and algorithms we have discussed in class or that
were mentioned in the book so far.

Note: For questions where you are drawing pictures, please circle your fina answer for

any credit.

Good Luck!

Total: 68 points. Time: 50 minutes.
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1) [15 pointstotal] Worst CaseRunning Time Analysis: Give thetightest possible
upper bound for the wor st case running time for each of the following in terms of N.
Choose your answer from the following, each of which could be re-used:

O(N?), O(N log N), O(N), O(N? log N), O(2"), O(N?), O(log N), O(1), O(N™)

**Eor any credit, you must explain how you got youranswer — be specific as to why
the bound you give is appropriate (eg. Worst case running time for Find in abinary
search treeis O(N) because you might need to traverse from root down to lowest level of
tree to find the value, and worst case depth of nodeisN.)

Assume that the most time-efficient implementation is used and that all keys are distinct.
Use the N to represent the total number of elements. Bases of logarithms are assumed to
be 2 unless otherwise specified.

a)

a) Finding an element in ahash tableof tablesize N, containing N elements where

separate chaining is used and each bucket pointsto asorted linked list.
Explanation: | )p (g(— caSe < rﬁm etld'j ‘!\ésu OC/\I)
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b) Merging two binary min heaps(both implemented using an array) contal ni ng

elements each. Aoy dyram s wnde The
Explanatlon

éwaa éé Use Tloyds beutd hesp” nzo O(N)
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c) Insert avalue into a skewheap containing N elements. )
Explanation: Nao  guasyante? &N ime e
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) Einding the minimum value in a hash table currently containing N elements of d)
You var\’ table size= 3N. The hash table isimplemented using open addressing with linear
know “J/ prob| ng as the collision resolution strategy.
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2) [14 pointstotal] Hashing:
a) [ 7 pts] Draw the contents of the hash table in the boxes below given the
following conditions:

The size of the hash table is 7.
Open addressing and quadratic probing is used to resolve collisions.
The hash function used isH(k) =k mod 7

What values will be in the hash table after the following sequence of insertions? Draw the
values below, and show your work for partia credit.

10, 36, 17, 19, 24

ol 24,
1 Bb
2

2| o |17 &%

Y1 1F | 24,
5 19

b) [3 pts] What isthe load factor for the table above?
c) [ 4 pts] Isthe value 7 agood choice for table size? Give one good reason for picking 7

and one bad reason for picking 7 for table size.

7 isagood choice because:

j77‘(\.5 zPY“:MQ,

7isabadchoicebecause: | C y se Hn 5\1;[”5/‘}'61:5
s > %7_ 1(:%(( W th czutbch/&h\ P"Db‘\VLa “hore \tS no
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3) [12 pointstotal] Disjoint Sets: Consider the set of initially unrelated elements:
0,1234,5,6,7,8,9,10,11, 12, 13, 14.

a) [6pts] Draw thefinal forest of up-treesthat result from the following sequence of
operations using on union-by-size. Break tiesin size by keeping the root of the
set the first argument belongs to as the new root. Perform afind (without path
compression) if you need to find which set an element belongs to and then union
the two sets as you normally would.

Union(0,6), Union(6,7), Union(7,9), Union(9,3), Union(0, 14), Union (5,8),
Union(12,6), Union(1,12), Union(11, 2), Union(7,11), Union(4, 7).

A

L,k

\
N\ o

va 1D 173
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b.) [2pts] Draw the array representation of your answer above. Usethevalue -size
to represent a root.

6+ 8 T o« 1z\3 14

t\rL(\)LH‘DlD /&[Ol (s [olt (b [ofiTe]

c.) [2pts] Draw the new forest of up-trees that results from doing a Find(6) with path
compression on your forest of up-trees from (a).

d.) [2pointg] Intermsof big-O, how long total doesit take to do the maximum
number of unions possible and M find operations if union by size (weighted
union) and path compression is used where N = total # of elementsin all sets?
(You may assume you are given roots as parameters to union)
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4) [8 pointstotal] Skew Heaps

a) [6 points] Draw the skew heap that results from doing a deleteminon the skew heap
shown below. You are only required to show the final tree, although if you draw
intermediate trees, please circle your final result for ANY credit.
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b) [2 pts] Deletemin in a skew heap takes worst casetime: (/I\)>
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5) [13 pointstotal] Leftist Heaps.
a) [8 pts] Draw the leftist heap that results from inserting: 45, 23, 8, 30, 14,5, 12,6
in that order into an initially empty heap. You are only required to show the fina

heap, although if you draw intermediate heaps, please circle your final result for
ANY credit.

3 20 ] |
/ s ZZD 30,
4s, % /
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b) [2 pts] What is the null path length of the root in your final heap from part a)?

1

c) [3 pts] Draw the result of doing one deletemin on the heap you created in part a).
Circle your final answer for any credit.
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6) [6 pointstotal] Memory Hierarchy: [Note: Feel free to answer both Options 1 and
Options 2, you will however only get a maximum of 6 points for this question.
Option 1 isthe one | would prefer, but if you are not confident of your Option 1
answer, you can try Option 2 for up to 2 points. Points from the two options will not
combine.]

*QOption 1 [6 points]: Which has better data locality and why:

a) A hash table with separate chaining where each bucket is a sorted linked list.
b) A hash table with open addressing where linear probing is used as the collision
resolution strategy.

| think choice (circle one) a) would have better datalocality.

It demonstrates (circleone)  ( spatiaP temporal locality in this situation:
(Be specific about what exactly ity and when (on what operations).

Liner- ?@\afn, means et Jhen ) c_b((!‘&f?’\'\ VESIAAS
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Say something el se here about the other type of locality (the one you did not circle
above). Does your choice demonstrate thistype of locality or not? If so when?

Thet Ts WY reall \6 Jem Nyf lowll‘]‘la/ -
C_}"QM{PD\(‘;\ lDoQ—II_'b— ”/“714"1_ ccunrY g ith ‘fiu.,-gr‘ﬁ QJW N Caell

lwked 1T T 2 separete dAM%a hash, ble deseied in 2) >

*Option 2 [2 points]: Alternately, for [2 points] define spatial and temporal locality (hint,
a 3-4 word answer to each of theseis not good enough to get the 2 points).

Spatial locality: ( Iocali 4—3, in .sp:au) I o dem s ac,u.s.se_i Hems  Winse,
)A}V%S (S close 196 (clsse in spaca) arL lkc{a'f'olgz_, SCQSM 30N

Temporal Locality: (locality i Twe) (£ 1S &C&Skc(_
Sk Tr U0 o be secasid
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