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CSE 373, Data Structures and Algorithms

Homework #3
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November 13, 2001

Donald Chinn


Homework is due at the beginning of class on the day specified.  Any homework turned in after the deadline will be considered late.  Late homework policy: You may turn in your homework after the deadline but before the beginning of the next lecture after it is due, but at a cost of a 20% penalty.


Please staple all of your pages together (and order them according to the order of the problems below) and have your name on each page, just in case the pages get separated.  Write legibly (or type) and organize your answers in a way that is easy to read.  Neatness counts!  Also, show your work and explain your reasoning.


For each problem, make sure you have acknowledged all persons with whom you worked.  Even though you are encouraged to work together on problems, the work you turn in is expected to be your own.  When in doubt, invoke the Gilligan’s Island rule (see the course organization handout) or ask the instructor.

* * *

Regular problems (to be turned in) :

1. Weiss, 5.11, parts a-e.  (Read 5.10 first.)  For part c, assume that a bool requires 1 bit of space (8 bits in a byte). 

2. Following the example discussed in lecture, suppose we have a dictionary of genetic sequences.  (A genetic sequence is simply a string whose characters come from the 4-letter alphabet of A, C, G, and T.)  Our dictionary consists of sequences of exactly 100 letters.  It is organized as a hash table using separate chaining.  The dictionary currently consists of 10,000,000 sequences, and it is unlikely to grow much in the near future.  (Note that there are 4100 possible sequences of length 100.)  After doing laboratory work, we discover a sequence of 100 letters that may or may not have been discovered before.  To find out, we hash the sequence and look it up in the dictionary.  If it is, then we know someone else has discovered it.  If it isn't there, then possible fame and fortune await us.

The computer expert in our lab, S. L. Ow, proposes the following hash function for the dictionary.  First, assign a number to each of the letters in our alphabet (for example, A=0, C=1, G=2, and T=3), and call that assignment g(x).  Then if our string is s = s1 s2 s3 … s100, then 
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.  In other words, the hash value is the sum of the letters according to their numerical assignment.

Is S. L. Ow's hashing scheme a good one?  If not, explain why, propose a better one, and explain why yours is better.

3. Weiss, 6.2 a, b.  (Show enough of your intermediate results to show that you know how the algorithms work.)

4. Suppose that  H1 and H2 are two binary heaps of size n1 and n2, respectively, that n1 ≥ n2, and that every element of H2 is greater than every element of H1.
a. Explain how to add elements of H2 to H1 so that the new H1 is a binary heap with all n1 + n2 elements.  This should take O(n2) time.  (It would take O(n1 + n2) time if you collected all n1 + n2 elements and performed buildHeap on them.)  Briefly explain why your algorithm works.  
b. Give an example of how your algorithm from part a. fails if n2 > n1.

5. Weiss, 9.1.

* * *

Suggested problems (highly recommended, but not to be turned in) :

1. Weiss, 4.29a.

2. 5.1.

3. 5.2.

4. 5.4.

5. 5.8.

6. 5.10.  (Compare your answer to 5.11c.)

7. Why it is that if we perform a percolateUp operation on a binary heap, then the result is still a binary heap?  What about percolateDown?

8. 6.4.

9. 6.8.

10. 6.10a.

11. 6.14.

12. 6.16.

13. 6.18.

14. 9.2.

* * *

Bonus problem (do these only after doing the regular problems):

(None for this assignment.)  
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