
Introduction to Data Management 
CSE 344 

Lecture 24 
Parallel Databases Wrap-up 



Announcement 

•  HW6: 
– Use “PARALLEL XXX” 
– Do turn in the result in Problem 3 (≈16MB) 
– Problem 4: extra credit but highly recommended! 

•  Wednesday: guest lecture Prof. Balazinska 
•  Thursday: 

– Reading assignment Sec.2.3.3-2.3.9 from 
Mining of Massive Datasets, Rajaraman and Ullman 

•  Friday: Final Review with Paris Koutris 



Anatomy of a Query Execution 

•  Running problem #4 

•  20 nodes = 1 master + 19 workers 

•  Using PARALLEL 50 

•  Let’s see what happened 



Reduce input records 0 0 0
Reduce input groups 0 0 0

Combine output records 173,820,131 9,112,575 182,932,706

Physical memory (bytes)
snapshot 1,912,514,703,360 3,980,988,416 1,916,495,691,776

Reduce output records 0 0 0

Virtual memory (bytes)
snapshot 2,975,862,571,008 11,173,437,440 2,987,036,008,448

Map output records 805,225,193 0 805,225,193

Map Completion Graph - close 
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Go back to JobTracker

This is Apache Hadoop release 0.20.205

Hadoop job_201203041905_0001 on ip-10-203-30-146
User: hadoop
Job Name: PigLatin:DefaultJobName
Job File:
hdfs://10.203.30.146:9000/mnt/var/lib/hadoop/tmp/mapred/staging/hadoop/.staging/job_201203041905_0001/job.xml
Submit Host: ip-10-203-30-146.ec2.internal
Submit Host Address: 10.203.30.146
Job-ACLs: All users are allowed
Job Setup: Successful
Status: Running
Started at: Sun Mar 04 19:08:29 UTC 2012
Running for: 3hrs, 50mins, 12sec
Job Cleanup: Pending

Kind % Complete Num Tasks Pending Running Complete Killed Failed/Killed
Task Attempts

map 100.00% 15816 0 0 15816 0 0 / 18

reduce 32.42% 50 31 19 0 0 0 / 0

Counter Map Reduce Total

Job Counters

SLOTS_MILLIS_MAPS 0 0 495,799,522

Launched reduce tasks 0 0 19

Rack-local map tasks 0 0 15,834

Launched map tasks 0 0 15,834

File Output Format
Counters Bytes Written 0 0 0

File Input Format
Counters Bytes Read 0 0 0

FileSystemCounters

S3N_BYTES_READ 530,591,875,823 0 530,591,875,823

FILE_BYTES_READ 0 309,198,848 309,198,848

HDFS_BYTES_READ 5,587,893 0 5,587,893

FILE_BYTES_WRITTEN 9,616,982,133 850,567,984 10,467,550,117

HDFS_BYTES_WRITTEN 0 946,814,498 946,814,498

Map output materialized
bytes 7,311,305,131 0 7,311,305,131

Map input records 2,501,793,030 0 2,501,793,030

Reduce shuffle bytes 0 2,755,605,871 2,755,605,871

Spilled Records 465,817,710 0 465,817,710

Map output bytes 199,575,247,017 0 199,575,247,017

CPU time spent (ms) 165,894,080 9,129,070 175,023,150

Map-Reduce
Framework

Total committed heap usage
(bytes)

5,922,097,602,560 3,008,761,856 5,925,106,364,416

Combine input records 2,501,793,030 168,420,895 2,670,213,925

SPLIT_RAW_BYTES 5,587,893 0 5,587,893

Reduce input records 0 21,039,080 21,039,080

Reduce input groups 0 13,593,157 13,593,157

Combine output records 465,817,710 47,802,630 513,620,340

Physical memory (bytes)
snapshot 5,790,488,764,416 4,018,405,376 5,794,507,169,792

Reduce output records 0 13,593,139 13,593,139

Virtual memory (bytes)
snapshot 9,001,329,868,800 11,175,534,592 9,012,505,403,392

Map output records 2,501,793,030 0 2,501,793,030

Map Completion Graph - close 
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Go back to JobTracker

This is Apache Hadoop release 0.20.205

Hadoop job_201203041905_0001 on ip-10-203-30-146
User: hadoop
Job Name: PigLatin:DefaultJobName
Job File:
hdfs://10.203.30.146:9000/mnt/var/lib/hadoop/tmp/mapred/staging/hadoop/.staging/job_201203041905_0001/job.xml
Submit Host: ip-10-203-30-146.ec2.internal
Submit Host Address: 10.203.30.146
Job-ACLs: All users are allowed
Job Setup: Successful
Status: Running
Started at: Sun Mar 04 19:08:29 UTC 2012
Running for: 1hrs, 16mins, 33sec
Job Cleanup: Pending

Kind % Complete Num Tasks Pending Running Complete Killed Failed/Killed
Task Attempts

map 33.17% 15816 10549 38 5229 0 0 / 0

reduce 4.17% 50 31 19 0 0 0 / 0

Counter Map Reduce Total

Job Counters

SLOTS_MILLIS_MAPS 0 0 164,620,372

Launched reduce tasks 0 0 19

Rack-local map tasks 0 0 5,267

Launched map tasks 0 0 5,267

File Input Format
Counters Bytes Read 0 0 0

FileSystemCounters

S3N_BYTES_READ 175,523,148,980 0 175,523,148,980

HDFS_BYTES_READ 1,845,837 0 1,845,837

FILE_BYTES_WRITTEN 3,206,602,012 145,356,233 3,351,958,245

Map-Reduce
Framework

Map output materialized
bytes 2,444,314,273 0 2,444,314,273

Map input records 805,225,193 0 805,225,193

Reduce shuffle bytes 0 909,468,723 909,468,723

Spilled Records 173,820,131 0 173,820,131

Map output bytes 62,732,457,803 0 62,732,457,803

CPU time spent (ms) 55,277,520 2,656,940 57,934,460

Total committed heap usage
(bytes) 1,956,086,312,960 3,042,803,712 1,959,129,116,672

Combine input records 805,225,193 62,442,816 867,668,009

SPLIT_RAW_BYTES 1,845,837 0 1,845,837

Only 19 reducers active, 
out of 50. Why? 

Some errors start to occur. 
Watch this… 

How will the other 
31 reducers be scheduled? 

Completed. Sorting, and 
the rest of Reduce may 

proceed now 

Copying by 19 reducers 
in parallel with mappers. 

1h 16min 3h 50min 



Map-Reduce
Framework

CPU time spent (ms) 165,894,080 10,013,680 175,907,760
Total committed heap usage
(bytes) 5,922,097,602,560 3,008,761,856 5,925,106,364,416

Combine input records 2,501,793,030 168,420,895 2,670,213,925

SPLIT_RAW_BYTES 5,587,893 0 5,587,893

Reduce input records 0 49,680,950 49,680,950

Reduce input groups 0 39,612,536 39,612,536

Combine output records 465,817,710 47,802,630 513,620,340

Physical memory (bytes)
snapshot 5,790,488,764,416 4,020,133,888 5,794,508,898,304

Reduce output records 0 39,612,527 39,612,527

Virtual memory (bytes)
snapshot 9,001,329,868,800 11,175,473,152 9,012,505,341,952

Map output records 2,501,793,030 0 2,501,793,030

Map Completion Graph - close 
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Go back to JobTracker

This is Apache Hadoop release 0.20.205

Map-Reduce
Framework

CPU time spent (ms) 165,894,080 10,725,020 176,619,100
Total committed heap usage
(bytes) 5,922,097,602,560 9,412,485,120 5,931,510,087,680

Combine input records 2,501,793,030 175,243,866 2,677,036,896

SPLIT_RAW_BYTES 5,587,893 0 5,587,893

Reduce input records 0 54,940,866 54,940,866

Reduce input groups 0 44,756,179 44,756,179

Combine output records 465,817,710 48,604,128 514,421,838

Physical memory (bytes)
snapshot 5,790,488,764,416 11,311,841,280 5,801,800,605,696

Reduce output records 0 44,756,179 44,756,179

Virtual memory (bytes)
snapshot 9,001,329,868,800 21,805,244,416 9,023,135,113,216

Map output records 2,501,793,030 0 2,501,793,030

Map Completion Graph - close 
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Go back to JobTracker

This is Apache Hadoop release 0.20.205

Hadoop job_201203041905_0001 on ip-10-203-30-146
User: hadoop
Job Name: PigLatin:DefaultJobName
Job File:
hdfs://10.203.30.146:9000/mnt/var/lib/hadoop/tmp/mapred/staging/hadoop/.staging/job_201203041905_0001/job.xml
Submit Host: ip-10-203-30-146.ec2.internal
Submit Host Address: 10.203.30.146
Job-ACLs: All users are allowed
Job Setup: Successful
Status: Running
Started at: Sun Mar 04 19:08:29 UTC 2012
Running for: 3hrs, 52mins, 51sec
Job Cleanup: Pending

Kind % Complete Num Tasks Pending Running Complete Killed Failed/Killed
Task Attempts

map 100.00% 15816 0 0 15816 0 0 / 18

reduce 42.35% 50 11 20 19 0 0 / 0

Counter Map Reduce Total

Job Counters

SLOTS_MILLIS_MAPS 0 0 495,799,522

Launched reduce tasks 0 0 39

Rack-local map tasks 0 0 15,834

Launched map tasks 0 0 15,834

SLOTS_MILLIS_REDUCES 0 0 250,004,109

File Output Format
Counters Bytes Written 0 0 0

File Input Format
Counters Bytes Read 0 0 0

FileSystemCounters

S3N_BYTES_READ 530,591,875,823 0 530,591,875,823

FILE_BYTES_READ 0 847,821,126 847,821,126

HDFS_BYTES_READ 5,587,893 0 5,587,893

FILE_BYTES_WRITTEN 9,616,982,133 864,512,016 10,481,494,149

HDFS_BYTES_WRITTEN 0 3,967,197,533 3,967,197,533

Map output materialized
bytes 7,311,305,131 0 7,311,305,131

Map input records 2,501,793,030 0 2,501,793,030

Reduce shuffle bytes 0 3,489,678,276 3,489,678,276

Spilled Records 465,817,710 54,940,866 520,758,576

Map output bytes 199,575,247,017 0 199,575,247,017

Hadoop job_201203041905_0001 on ip-10-203-30-146
User: hadoop
Job Name: PigLatin:DefaultJobName
Job File:
hdfs://10.203.30.146:9000/mnt/var/lib/hadoop/tmp/mapred/staging/hadoop/.staging/job_201203041905_0001/job.xml
Submit Host: ip-10-203-30-146.ec2.internal
Submit Host Address: 10.203.30.146
Job-ACLs: All users are allowed
Job Setup: Successful
Status: Running
Started at: Sun Mar 04 19:08:29 UTC 2012
Running for: 3hrs, 51mins, 19sec
Job Cleanup: Pending

Kind % Complete Num Tasks Pending Running Complete Killed Failed/Killed
Task Attempts

map 100.00% 15816 0 0 15816 0 0 / 18

reduce 37.72% 50 19 22 9 0 0 / 0

Counter Map Reduce Total

Job Counters

SLOTS_MILLIS_MAPS 0 0 495,799,522

Launched reduce tasks 0 0 31

Rack-local map tasks 0 0 15,834

Launched map tasks 0 0 15,834

SLOTS_MILLIS_REDUCES 0 0 118,328,830

File Output Format
Counters Bytes Written 0 0 0

File Input Format
Counters Bytes Read 0 0 0

FileSystemCounters

S3N_BYTES_READ 530,591,875,823 0 530,591,875,823

FILE_BYTES_READ 0 754,835,408 754,835,408

HDFS_BYTES_READ 5,587,893 0 5,587,893

FILE_BYTES_WRITTEN 9,616,982,133 850,567,984 10,467,550,117

HDFS_BYTES_WRITTEN 0 3,400,371,086 3,400,371,086

Map output materialized
bytes 7,311,305,131 0 7,311,305,131

Map input records 2,501,793,030 0 2,501,793,030

Reduce shuffle bytes 0 2,755,605,871 2,755,605,871

Spilled Records 465,817,710 26,163,538 491,981,248

Map output bytes 199,575,247,017 0 199,575,247,017

…Next Batch of Reducers started 

Some of the 19 reducers have finished… 

Next Batch of 19 reducers 

3h 52min 3h 51min 



Hadoop job_201203041905_0001 on ip-10-203-30-146
User: hadoop
Job Name: PigLatin:DefaultJobName
Job File:
hdfs://10.203.30.146:9000/mnt/var/lib/hadoop/tmp/mapred/staging/hadoop/.staging/job_201203041905_0001/job.xml
Submit Host: ip-10-203-30-146.ec2.internal
Submit Host Address: 10.203.30.146
Job-ACLs: All users are allowed
Job Setup: Successful
Status: Running
Started at: Sun Mar 04 19:08:29 UTC 2012
Running for: 4hrs, 18mins, 22sec
Job Cleanup: Pending
Black-listed TaskTrackers: 1

Kind % Complete Num Tasks Pending Running Complete Killed Failed/Killed
Task Attempts

map 99.88% 15816 2638 30 13148 0 15 / 3337

reduce 48.42% 50 15 16 19 0 0 / 0

Counter Map Reduce Total

Job Counters

SLOTS_MILLIS_MAPS 0 0 520,840,319

Launched reduce tasks 0 0 39

Rack-local map tasks 0 0 16,530

Launched map tasks 0 0 16,530

SLOTS_MILLIS_REDUCES 0 0 250,004,109

File Output Format
Counters Bytes Written 0 0 0

File Input Format
Counters Bytes Read 0 0 0

FileSystemCounters

S3N_BYTES_READ 441,403,920,262 0 441,403,920,262

FILE_BYTES_READ 0 847,821,126 847,821,126

HDFS_BYTES_READ 4,650,415 0 4,650,415

FILE_BYTES_WRITTEN 8,001,044,946 1,403,559,708 9,404,604,654

HDFS_BYTES_WRITTEN 0 3,967,197,533 3,967,197,533

Map output materialized
bytes 6,082,144,011 0 6,082,144,011

Map input records 2,078,999,323 0 2,078,999,323

Reduce shuffle bytes 0 5,045,223,844 5,045,223,844

Spilled Records 389,005,699 54,940,866 443,946,565

Map output bytes 165,741,477,602 0 165,741,477,602

Map-Reduce
Framework

CPU time spent (ms) 137,792,860 20,822,400 158,615,260

Total committed heap usage
(bytes) 4,923,491,106,816 9,237,303,296 4,932,728,410,112

Combine input records 2,077,586,535 308,803,126 2,386,389,661

SPLIT_RAW_BYTES 4,650,415 0 4,650,415

Reduce input records 0 54,940,866 54,940,866

Reduce input groups 0 44,756,179 44,756,179

Combine output records 389,005,699 83,268,384 472,274,083

Physical memory (bytes)
snapshot 4,811,045,253,120 11,161,067,520 4,822,206,320,640

Reduce output records 0 44,756,179 44,756,179

Virtual memory (bytes)
snapshot 7,488,476,110,848 20,624,834,560 7,509,100,945,408

Map output records 2,079,000,720 0 2,079,000,720

Map Completion Graph - close 
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Go back to JobTracker

Hadoop job_201203041905_0001 on ip-10-203-30-146
User: hadoop
Job Name: PigLatin:DefaultJobName
Job File:
hdfs://10.203.30.146:9000/mnt/var/lib/hadoop/tmp/mapred/staging/hadoop/.staging/job_201203041905_0001/job.xml
Submit Host: ip-10-203-30-146.ec2.internal
Submit Host Address: 10.203.30.146
Job-ACLs: All users are allowed
Job Setup: Successful
Status: Running
Started at: Sun Mar 04 19:08:29 UTC 2012
Running for: 7hrs, 10mins, 54sec
Job Cleanup: Pending
Black-listed TaskTrackers: 3

Kind % Complete Num Tasks Pending Running Complete Killed Failed/Killed
Task Attempts

map 100.00% 15816 0 0 15816 0 26 / 5968

reduce 94.15% 50 0 6 44 0 0 / 8

Counter Map Reduce Total

Job Counters

SLOTS_MILLIS_MAPS 0 0 676,845,552

Launched reduce tasks 0 0 62

Rack-local map tasks 0 0 21,810

Launched map tasks 0 0 21,810

SLOTS_MILLIS_REDUCES 0 0 390,018,556

File Output Format
Counters Bytes Written 0 0 0

File Input Format
Counters Bytes Read 0 0 0

FileSystemCounters

S3N_BYTES_READ 530,591,952,796 0 530,591,952,796

FILE_BYTES_READ 0 1,921,632,609 1,921,632,609

HDFS_BYTES_READ 5,587,893 0 5,587,893

FILE_BYTES_WRITTEN 9,616,982,133 2,051,943,740 11,668,925,873

HDFS_BYTES_WRITTEN 0 9,411,137,927 9,411,137,927

Map output materialized
bytes 7,311,305,131 0 7,311,305,131

Map input records 2,501,793,030 0 2,501,793,030

Reduce shuffle bytes 0 7,226,095,915 7,226,095,915

Spilled Records 465,817,710 122,997,587 588,815,297

Map output bytes 199,575,247,017 0 199,575,247,017

Map-Reduce
Framework

CPU time spent (ms) 165,059,320 36,329,450 201,388,770

Total committed heap usage
(bytes) 5,920,284,372,992 15,076,560,896 5,935,360,933,888

Combine input records 2,501,793,030 437,117,972 2,938,911,002

SPLIT_RAW_BYTES 5,587,893 0 5,587,893

Reduce input records 0 126,918,315 126,918,315

Reduce input groups 0 106,505,013 106,505,013

Combine output records 465,817,710 117,266,617 583,084,327

Physical memory (bytes)
snapshot 5,781,194,698,752 17,890,435,072 5,799,085,133,824

Reduce output records 0 106,505,011 106,505,011

Virtual memory (bytes)
snapshot 8,999,333,040,128 29,498,195,968 9,028,831,236,096

Map output records 2,501,793,030 0 2,501,793,030

Map Completion Graph - close 
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Go back to JobTracker

Several servers failed: “fetch error”. 
Their map tasks need to be 

rerun.  All reducers 
are waiting…. 

Mappers finished, 
reducers resumed. 

7h 10min 4h 18min 

Why did we lose some reducers? 
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Go back to JobTracker

This is Apache Hadoop release 0.20.205

Hadoop job_201203041905_0001 on ip-10-203-30-146
User: hadoop
Job Name: PigLatin:DefaultJobName
Job File:
hdfs://10.203.30.146:9000/mnt/var/lib/hadoop/tmp/mapred/staging/hadoop/.staging/job_201203041905_0001/job.xml
Submit Host: ip-10-203-30-146.ec2.internal
Submit Host Address: 10.203.30.146
Job-ACLs: All users are allowed
Job Setup: Successful
Status: Succeeded
Started at: Sun Mar 04 19:08:29 UTC 2012
Finished at: Mon Mar 05 02:28:39 UTC 2012
Finished in: 7hrs, 20mins, 10sec
Job Cleanup: Successful
Black-listed TaskTrackers: 3

Kind % Complete Num Tasks Pending Running Complete Killed Failed/Killed
Task Attempts

map 100.00% 15816 0 0 15816 0 26 / 5968

reduce 100.00% 50 0 0 50 0 0 / 14

Counter Map Reduce Total

Job Counters

SLOTS_MILLIS_MAPS 0 0 676,850,579

Launched reduce tasks 0 0 64

Total time spent by all reduces
waiting after reserving slots
(ms)

0 0 0

Rack-local map tasks 0 0 21,810

Total time spent by all maps
waiting after reserving slots
(ms)

0 0 0

Launched map tasks 0 0 21,810

SLOTS_MILLIS_REDUCES 0 0 397,936,187

File Output Format
Counters Bytes Written 0 0 0

File Input Format
Counters Bytes Read 0 0 0

FileSystemCounters

S3N_BYTES_READ 530,591,952,796 0 530,591,952,796

FILE_BYTES_READ 0 2,112,335,501 2,112,335,501

HDFS_BYTES_READ 5,587,893 0 5,587,893

FILE_BYTES_WRITTEN 9,616,982,133 2,119,564,091 11,736,546,224

HDFS_BYTES_WRITTEN 0 10,432,880,333 10,432,880,333

Success! 7hrs, 20mins. 

7h 20min 



Hash Join 

Pages Users 

Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Users by name, Pages by user; 

Credit: Alan Gates, Yahoo! 



Hash Join 

Pages Users 

Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Users by name, Pages by user; 

Credit: Alan Gates, Yahoo! 



Hash Join 

Pages Users 

Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Users by name, Pages by user; 

Map 1 

Users 
block n 

Map 2 

Pages 
block m 

Credit: Alan Gates, Yahoo! 



Hash Join 

Pages Users 

Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Users by name, Pages by user; 

Map 1 

Users 
block n 

Map 2 

Pages 
block m 

(1, user) 

(2, name) 

Credit: Alan Gates, Yahoo! 

Means: it comes 
from relation #1 

Means: it comes 
from relation #2 



Hash Join 

Pages Users 

Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Users by name, Pages by user; 

Map 1 

Users 
block n 

Map 2 

Pages 
block m 

Reducer 1 

Reducer 2 

(1, user) 

(2, name) 

(1, fred) 
(2, fred) 
(2, fred) 

(1, jane) 
(2, jane) 
(2, jane) 

Credit: Alan Gates, Yahoo! 



Hash Join 
Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Users by name, Pages by user; 
 
map(String usr, String value): 

// usr: either Users.name or Pages.user 
// value.relation is either ‘Users’ or ‘Pages’ 
if value.relation=‘Users’: 
 EmitIntermediate(usr, (1, value)); 
else 
 EmitIntermediate(usr, (2, value)); 

reduce(String usr, Iterator values): 
Users = empty;  Pages = empty; 
for each v in values: 
 if v.type = 1: Users.insert(v) 
  else Pages.insert(v); 
for v1 in Users, for v2 in Pages 
 Emit(usr, v1,v2); 



Broadcast Join 
Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Pages by user, Users by name using “replicated”; 

Pages Users 

Credit: Alan Gates, Yahoo! 



Broadcast Join 
Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Pages by user, Users by name using “replicated”; 

Pages Users 

Credit: Alan Gates, Yahoo! 



Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Pages by user, Users by name using “replicated”; 

Pages Users 

Map 1 

Map 2 

Credit: Alan Gates, Yahoo! 

Broadcast Join 



Broadcast Join 
Users = load ‘users’ as (name, age); 
Pages = load ‘pages’ as (user, url); 
Jnd = join Pages by user, Users by name using “replicated”; 

Pages Users 

Map 1 

Map 2 

Users 

Users 

Pages 
block 1 

Pages 
block 2 

Credit: Alan Gates, Yahoo! 

No need to 
copy Pages 

Broadcast 
Users 



Parallel DBs v.s. Map-Reduce 

Parallel DB 
•  Plusses 

•  Minuses 

Map-Reduce 
•  Minuses 

•  Plusses 



Parallel DBs v.s. Map-Reduce 

Parallel DB 
•  Plusses 

–  Efficient binary format 
–  Indexes, physical tuning 
–  Cost-based optimization 

•  Minuses 
–  Difficult to import data 
–  Lots of baggage: logging, 

transactions 

Map-Reduce 
•  Minuses 

–  Lots of time spent parsing! 
–  Text files 
–  “Optimizers is between 

your eyes and your 
keyboard” 

•  Plusses 
–  Any data 
–  Lightweight, easy to 

speedup 


