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About how long did Exercise 14a take?

A. 0-1 Hours
B. 1-2 Hours
C. 2-3 Hours
D. 3-4 Hours
E. 4+ Hours
F. I prefer not to say
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Administrivia

❖ Exercise 14b released today (Due 11/13)

▪ Writing-only assignment (no coding!)

❖ HW3 due Thursday (11/14)
▪ Remember to use hw3fsck to check your index file!

▪ Using 1 late day: 8:59pm on Friday

▪ Using 2 late days: 8:59pm on Sunday

❖ No School on Monday

▪ Extra Office Hours Today from 3-5 pm 4th floor breakout
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Lecture Outline

❖ Introduction to Networks

▪ Layers upon layers upon layers…
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Networks From 10,000 ft
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The Physical Layer

❖ Individual bits are modulated onto a wire or fiber optic cable, or 
transmitted over radio

▪ Physical layer specifies how bits are encoded at a signal level

▪ Many choices, e.g., encode “1” as +1v, “0” as -0v; or “0”=+1v, “1”=-1v, …
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The Data Link Layer

❖ Multiple computers on a LAN contend for the network medium

▪ Media access control (MAC) specifies how computers cooperate

▪ Link layer also specifies how bits are “packetized” and network interface 
controllers (NICs) are addressed
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The Network Layer (IP)

❖ Internet Protocol (IP) routes packets across multiple networks

▪ Every computer has a unique IP address

▪ Individual networks are connected by routers that span networks
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The Network Layer (IP)

❖ There are protocols to:

▪ Let a host map an IP to MAC address on the same network

▪ Let a router learn about other routers to get IP packets one step closer 
to their destination
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The Network Layer (IP)

❖ Packet encapsulation:

▪ An IP packet is encapsulated as the payload of an Ethernet frame

▪ As IP packets traverse networks, routers pull out the IP packet from an 
Ethernet frame and plunk it into a new one on the next network
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Reliability

❖ Packet loss?

❖ Physical Layer interference?

❖ Link going down?
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The Transport Layer

❖ Provides an interface to treat the network as a data stream

❖ Provides different protocols to interface between source and destination:

▪ TCP - Transmission Control Protocol 

▪ UDP - User Datagram Protocol

❖ These protocols still work with packets, but manages their order, reliability, 
multiple applications using the network…
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The Transport Layer (TCP)

❖ Transmission Control Protocol (TCP):

▪ Provides applications with reliable, ordered, congestion-controlled byte 
streams

• Sends stream data as multiple IP packets (differentiated by sequence 
numbers) and retransmits them as necessary

• When receiving, puts packets back in order and detects missing packets

▪ A single host (IP address) can have up to 216 = 65,535 “ports”

• Kind of like an apartment number at a postal address (your 
applications are the residents who get mail sent to an apt. #)
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The Transport Layer (TCP)

❖ Packet encapsulation – one more nested layer!
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The Transport Layer (TCP)

❖ Applications use OS services to establish TCP streams:

▪ The “Berkeley sockets” API

• A set of OS system calls

▪ Clients connect() to a server IP address + application port 
number

▪ Servers listen() for and accept() client connections

▪ Clients and servers read() and write() data to each other
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The Transport Layer (UDP)

❖ User Datagram Protocol (UDP):

▪ Provides applications with unreliable packet delivery

▪ UDP is a really thin, simple layer on top of IP

• Datagrams still are fragmented into multiple IP packets
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The (Mostly Missing) Layers 5 & 6

❖ Layer 5:  Session Layer

▪ Supposedly handles establishing and terminating application sessions

▪ Remote Procedure Call (RPC) kind of fits in here

❖ Layer 6:  Presentation Layer

▪ Supposedly maps application-specific data units into a more network-
neutral representation

▪ Encryption (SSL) kind of fits in here
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The Application Layer

❖ Application protocols

▪ The format and meaning of messages between application entities

▪ Example: HTTP is an application-level protocol that dictates how web 
browsers and web servers communicate

• HTTP is implemented on top of TCP streams
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The Application Layer

❖ Packet encapsulation:

19

destination
address

source
address data

ethernet header ethernet payload

IP header IP payload

TCP 
header TCP payload

HTTP 
header

HTTP payload 
(e.g. chunk of HTML page)



CSE333, Autumn 2019L19:  Networking

The Application Layer

❖ Packet encapsulation:
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The Application Layer

❖ Popular application-level protocols:
▪ DNS:  translates a domain name (e.g. www.google.com) into one or 

more IP addresses (e.g. 74.125.197.106)

• Domain Name System

• An hierarchy of DNS servers cooperate to do this

▪ HTTP:  web protocols

• Hypertext Transfer Protocol

▪ SMTP, IMAP, POP:  mail delivery and access protocols

• Secure Mail Transfer Protocol, Internet Message Access Protocol, Post Office 
Protocol

▪ SSH:  secure remote login protocol

• Secure Shell

▪ bittorrent:  peer-to-peer, swarming file sharing protocol
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In Other Words …
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“Network” Latency is Highly Variable

❖ Jeff Dean’s “Numbers Everyone Should Know” (LADIS ‘09)
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Latency: Distance Matters

24

❖ Distances within a single 
datacenter are smaller 
than distances across 
continents

❖ Even within a 
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can sometimes matter
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Latency: Materials Matter

❖ Fiber optic cables are lower-latency and higher-bandwidth 
than traditional copper wiring

▪ Much of the internet’s “long haul” data is transmitted on these

▪ (signal attenuation is much better too)

❖ Is it faster to send 1 person from UW to …

▪ Downtown Seattle?

▪ Downtown Ballard?
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Latency: Topology Matters

❖ Some places are surprisingly well- or poorly-connected to 
“backbone” infrastructure like fiber optic cables

❖ Unintuitive topology creates interesting failures

▪ Eg, 2006 Hengchun Earthquake disrupted communications to 
Singapore, Phillipines, Thailand, China, etc for a month
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