
CSE 332: Data Structures and Parallelism 
 

Exercise 10 - Spec 

Exercise 10 Spec (25sp) 
 
The objective of this exercise is 

● Implement parallel computing using forkjoin 
 
 
Overview 
 
This exercise consists of the following parts: 

1. Use the Java ForkJoin framework to write a parallel implementation of dot product. 
2. Use the Java ForkJoin framework to write a parallel implementation of matrix 

multiplication. 
 

 

 



 

Motivating Application: Parallel Linear Algebra 
While MANY math topics show up in computer science, perhaps no area of math is more 
important for modern trends in computer science than Linear Algebra. From computational 
geometry, to graphics and animation, to robotics, to machine learning, to data analysis, Linear 
algebra is increasingly useful. As a result, it’s helpful to accelerate basic linear algebra 
operations in any ways we can. For the exercise, we will use what we’ve seen about 
parallelizing map and filter to implement parallel versions of dot product and matrix multiplication 
methods. Don’t worry, though, no knowledge of linear algebra is necessary for this exercise! 
We’ll describe the operations you’re meant to implement! 
 
 
 

 



 

Problem Statements 
This is a relatively short exercise (enjoy it)! You will be implementing two methods for this 
assignment. For each of them, we have provided an equivalent sequential implementation. The 
behavior of your methods should exactly match the behavior of these sequential versions, but 
should be in parallel! 
 
You will notice, though, that each method you are instructed to implement has one additional 
parameter beyond what its sequential version has – an input to define the sequential cutoff. 
Your implementations should be defined to work for any sequential cutoff given, so long as it is 
at least 1. 
 
For DotProduct and MatrixMultiply, we have suggested a class structure for using ForkJoin. You 
will need to decide what fields you will need for the compute methods, and you will need to 
update the constructors accordingly. 
 
Without further ado, let’s discuss the expected behavior of each method. 
 

1. dotProduct: The dot product of two vectors (arrays) is defined to be the sum of the 
products of their corresponding indices. Less succinctly, we calculate the dot product of 
arrays a and b by summing together a[i]*b[i] for every index i. For example, the dot 
product of [1, 2, 3] and [4, 5, 6] is 1*4+2*5+3*6=32. 

2. multiply: Given two square matrices (n-by-n arrays) their product will be a matrix of the 
same size (so also an n-by-n array). The value at index i,j of the product of matrices a 
and b is defined to be the dot product of row i of a and column j of b. 

 
 
 

 

https://en.wikipedia.org/wiki/Dot_product
https://en.wikipedia.org/wiki/Matrix_multiplication


 

Implementation Guidelines 
Your implementations in this assignment must follow these guidelines 

● You may not add any import statements beyond those that are already present (except 
for where expressly permitted in this spec). This course is about learning the mechanics 
of various data structures so that we know how to use them effectively, choose among 
them, and modify them as needed. Java has built-in implementations of many data 
structures that we will discuss, in general you should not use them. 

● Do not have any package declarations in the code that you submit. The Gradescope 
autograder may not be able to run your code if it does. 

● Remove all print statements from your code before submitting. These could interfere with 
the Gradescope autograder (mostly because printing consumes a lot of computing time). 

● Your code will be evaluated by the gradescope autograder to assess correctness. It will 
be evaluated by a human to verify running time. Please write your code to be readable. 
This means adding comments to your methods and removing unused code (including 
“commented out” code). 

 

 



 

Provided Code 
Several java classes have been provided for you in this zip file. Here is a description of each. 

● Sequential 

○ This class contains sequential versions of each method above. The behavior of 
the methods you write should match these, but should be parallelized using 
Java’s ForkJoin framework. 

○ Do not submit this file 
● TestClient 

○ This class contains a main method. This main method invokes subroutines which 
compare your code’s behavior with the sequential code’s behavior by running 
both on arrays with random contents. We recommend you try varying the sizes of 
the arrays and selections of sequential cutoffs to further test your code. 

○ Do not submit this file 
● DotProduct 

○ Implement the dotProduct method in this class using ForkJoin. 
○ You will submit this file to Gradescope 

● MatrixMultiply 

○ Implement the multiply method in this class using ForkJoin. 
○ You will submit this file to Gradescope 

Part 1: dotProduct 
This method is the most straightforward of the three you’re writing for this assignment, and in 
fact you will be adapting this code to help you out in part 2. So I recommend you definitely start 
here! 
 
The input-output behavior of this method was described in the Problem Statements section 
above. If you find that description insufficient, however, it may be helpful to reference the 
sequential implementation in the Sequential.java class. Your goal is to use ForkJoin to write 
a parallel algorithm which is equivalent to the sequential.  
 
Notice that dotProduct is an example of a reduce operation - the input is a pair of arrays, and 
the goal is to calculate a singular value by accumulating values as indices of those arrays. For 
this reason, to get started, I recommend referencing the various implementations of reduce 
operations you’ve seen so far. For example, the array summation method presented in class 
and the examples you worked on in section. 
 
Make sure that you implement your method so that it will work properly for any choice of 
sequential cutoff! 

https://courses.cs.washington.edu/courses/cse332/25wi/exercises/ex9.zip


 

Part 2: Matrix Multiplication 
For this part things are going to get a bit trickier. We’re actually going to use 2 different classes 
to make this super parallel! We will have one class that extends RecursiveTask and another that 
extends RecursiveAction. 
 
The class that extends RecursiveTask will be a modification of the dot product method you 
completed for part 1. Instead of giving it two 1-dimensional arrays for the dot product, in this 
method we will give two square 2-dimensional arrays, a row, and a column. The method will 
then find the dot product of the given row of the first array with the given column of the second 
array. The private dotProduct method given in Sequential matches its expected behavior 
(and the sequential multiply method uses it in the same way we are about to use it). In the next 
step we will be parallelizing the computation of each cell of the product matrix, this method will 
be used to find each value in a parallel way. 
 
The class that extends RecursiveAction will populate a given empty array with the product of 
two matrices. In order to achieve the desired span, we will need to be careful in how we divide 
our subproblems here. Each instance of this object will be responsible for some region of the 
2-d array. Because there are now 2 dimensions to deal with we will need 4 values to identify 
which region of the matrices each RecursiveAction is responsible for. Whereas before we only 
needed a lower bound and upper bound index to identify our region, we will have bounds for the 
left, right, top, and bottom for our 2-d array. When dividing into subproblems, you should create 
4 subproblems, each responsible for one quadrant of the array. 
 
The same sequential cutoff as the one given in the multiply method should be used as the 
sequential cutoff for all compute methods. 
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