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## Selection Sort idea

- Find the smallest element, put it first
- Find the next smallest element, put it second
- Find the next smallest, put it next
- etc.

HeapSort: sorting with a priority queue ADT (heap)
$\begin{array}{lll}23 & 48 \\ 27 \\ 13 & 18 & 756\end{array}$
1318
801
87


Shove everything into a queue, take them out smallest to largest.

## Sorting by Comparison

algorithms

- Simple: Selection Sort
- (Insertion Sort, Bubble Sort, Shell Sort)
- Good worst case: HeapSort, AVLSort, MergeSort
- Quick: QuickSort
- Imaginary: StrawSort (aka, BrianSort)
- Can we do better?




## Dealing with Slow QuickSorts

- Randomly permute input
- Bad cases more common than simple probability would suggest. So, make it truly random.
- Pick pivot cleverly
- "Median-of-3" rule takes Median(first, middle, last) element.
- Choose pivot point randomly!


## QuickSelect

- What if we want to find the $k^{\text {th }}$ biggest element in an array?
- What if $k=\mathrm{N} / 2$ (i.e., we want to find the median)?


Worst case time Lower Bound

- How many comparisons does it take before we can be sure of the order?
- This is the minimum \# of comparisons that any algorithm could do.


Max depth of the decision tree

- What's the most leaves a binary tree of height $h$ could have?
- What's the shallowest tree with $L$ leaves?
- A decision tree to sort N elements must have N ! leaves.
- Any sorting algorithm that uses only comparisons between elements requires at least $\log (\mathrm{N}!)$ comparisons in the worst case!

