Example Memory Hierarchy Statistics
Name Extra CPU cycles | Size
CSE 326 Quiz Section used to access
. . L1 (onchip) |0 32KB
Memory Use of Sorting Algorithms L (onchip)
April 11, 2002 L2cache |8 512 KB
RAM 35 256 MB
Hard Drive 500,000 8GB
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Iterative MergeSort — cont’d
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“Tiled” MergeSort — cont’ d
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QuickSort

« Initial partition causes alot of cache misses

* As subproblems become smaller, they fit
into cache

» Good cache performance

Radix Sort — Very Naughty

* On each BucketSort
— Sweep through input list — cache misses along
the way (bad!)

— Append to output list — indexed by pseudo-
random digit (ouch!)
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Cache Misses

memory-tuned heapsort ——

tiled mergesort ——
5+ memory-tuned quicksort —s—
radix sort ——

cache misses per key

10000 100000 1le+06
set sizeinkeys 12




Conclusions

» Speed of cache, RAM, and external memory has a
huge impact on sorting (and other algorithms as
well)

« Algorithms with same asymptotic complexity may
be best for different kinds of memory

» Tuning agorithm to improve cache performance
can offer large improvements (iterative vs. tiled
mergesort)
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