CSE 326 – Data Structures – Autumn 2002

Homework #1 – Analysis of Algorithms

Due Monday October 14

 Hand in hardcopy in class

1.  Weiss #2.7, part (a) only.

2.  Define two strictly increasing functions f(n) and g(n) that are asymptotically incomparable.  That is, both of the statements:

f(n) = O(g(n))

g(n) = O(f(n))
are false.  A function f(x) is strictly increasing if for all a<b, it is the case that f(a)<f(b).  Provide a proof that your functions are incomparable, referring to the definition of O( ).  (A proof by contradiction is probably appropriate.)

3. Consider the following general recurrence:

T(1) ≤ d  
T(n) ≤ aT( n/b ) + cn 

Assume that b>1 (otherwise the recurrence is not well founded), a≥1, c≥1.  Prove that: 
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The expression on the right-hand side of the last expression is “n to log to the base b of  a”.  You may assume that n is a power of b in your argument.  You may use an ordinary inductive proof, or the variants described in section 7.6.1 of Weiss (a “telescoping” argument, or a “repeated substitution” argument).

4.  Suppose you wrote a “stretchy array” implementation of a stack, which doubled the size of the array when a Push would cause overflow, and halved the size of the array whenever it was half empty.  Precisely describe a worst-case sequence of Pushes and Pops that would give the worst-case amortized lower-bound for this data structure.  Derive the lower bound.
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