Name: ________________________________
Monday, December 17, 2001

CSE 326 Autumn 2001
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· This exam is closed book.  You may bring in one 8.5" x 11" sheet of paper with notes written on both sides of the page, which you must hand in with your final exam.  You may not use a magnifying glass or similar aid during the exam.

· The blank space left for your answers is proportional to the length of a correct answer.  If you need more space for your answer, use the back of the previous page and indicate that you did so.

· The questions’ weights give you an indication of how much time you are expected to spend on each of them.  There are 100 points, and the exam is 110 minutes long, so spend about 1 minute per point.

· Think carefully before writing down your answers.  Use the back of the pages as scratch paper if you need it.  Don’t spend too much time on any question.  Some questions may be harder for you than other questions.

· On questions which ask you for an algorithm:

· Write means give your answer in pseudocode.

· Describe means give your answer in clear, concise English, which could be readily turned into pseudocode.

· This exam has 10 pages.

	1
	/22

	2
	/4

	3
	/12

	4
	                 /8

	5
	/8

	6
	/8

	7
	/10

	8
	/14

	9
	/10

	10
	/4

	Total
	/100





1. (22 points – 2 points each) Answer the question True or False.  You do not need to justify your answers.

	a) 
	With primary clustering, two keys may hash to different hash table locations and yet still collide on a subsequent probe operation.
	True
	False

	b) 
	With secondary clustering, two keys may hash to different hash table locations and yet still collide on a subsequent probe operation.
	True
	False

	c) 
	Linear probing is equivalent to double hashing with a secondary hash function of 

h2(k) = 1.
	True
	False

	d) 
	It is possible to construct a worst-case input which causes HeapSort to run in O(N2) time.
	True
	False

	e) 
	The following function is a good use of recursion, because it maps naturally to the mathematical definition of the Fibonacci sequence:

int Fibonacci(i) {

if (i == 0 or i == 1) return i;

else return Fibonacci(i - 1) + Fibonacci(i - 2);

}
	True
	False

	f) 
	Using a treap instead of a binary search tree guarantees a tree of height O(log N).


	True
	False

	g) 
	We use a binary heap instead of an AVL tree as the data structure for a priority queue because DeleteMin has O(1) time complexity in a binary heap.  This is because the minimum element is always at the root, so we never have to search for it.
	True
	False

	h) 
	Merging heaps is faster with binary heaps than with leftist or skew heaps, because we only need to concatenate the heap arrays and then run BuildHeap on the result.
	True
	False

	i) 
	The height of a batch-built k-D tree is determined solely by the number of data points in the tree.
	True
	False

	j) 
	The height of a batch-built quad tree is determined solely by the number of data points in the tree.
	True
	False

	k) 
	InsertionSort is the most natural choice for sorting a randomly-shuffled deck of cards, by suit (spades, hearts, diamonds, clubs) and then by rank (ace through king).
	True
	False


2. (4 points) It has been shown statistically that insertions of uniformly-distributed random keys into a binary heap percolate upward about 1.6 levels on average.

Now, suppose you have implemented a min-priority queue in which the items are subject to an “aging” process.  Aging reduces the priority of an existing item in the queue by increasing its key value.  (Thus, newly-arriving items tend to get favored priority.)  Assume that the uniform distribution of keys being inserted does not change over time.

With aging, should we expect the 1.6-level average to decrease, remain the same, or increase?  Explain why.

3. Run Kruskal's Algorithm to compute a minimum spanning tree for the following graph.  Use a Disjoint Sets up-tree forest, with union-by-size and path compression, to keep track of connected components.









a) (8 points) 
i. Show the initial state of your up-tree forest.

ii. At each later stage of the algorithm, show:

· the edge(s) currently being considered.

· the find(s) and/or union(s) executed at this stage.

· the up-tree forest which results after the find and/or union operations(s).

· if path compression occurs, indicate which find(s) and/or union(s) caused it.




b) (2 points) What condition caused your algorithm to terminate?

c) (2 points) Show the minimum spanning tree produced by your algorithm.













4. (8 points)  In a binary search tree, the successor of a node is the next-larger key in the node’s subtree, or null if no such key exists.  We can generalize this idea to find the next-larger key in the entire tree (NLK-T), or null if no such key exists.

Describe an algorithm for finding a node’s next-larger key in the entire tree (NLK-T):

· Describe precisely each case your algorithm must solve, and the solution for that case.

· You may assume that nodes have parent pointers.

· We have supplied the first case for you.

	
	Description of case
	Solution for case

	Case 1
	Node has a right child.
	NLK-T is minimum element in right child’s subtree (i.e., the successor, as normally defined).

	
	
	

	
	
	

	
	
	


5. (8 points)  Write the Join() function for splay trees.  Your function should join together two existing splay trees, left and right, and return the result.  Your function should also ensure that the resulting tree still implements the BST properties.

Assume that all keys in left are less than or equal to all keys in right.

Assume that you already have available:

· TreeNode::FindMin(), TreeNode::FindMax() – return a node’s min (or max) Key.

· TreeNode::Splay() – splays a Key to the top and returns the splayed Key’s TreeNode.

TreeNode Join(TreeNode left, TreeNode right) {

6. (8 points)  Hash table tuning.

You administer a hash table which uses the following class of universal hash functions:

h(k) = ((ak + b) mod P) mod M

where:

· M is the hash table size, which need not be prime.

· P is prime, and P > M.

· a ( {1, …, P – 1}

· b ( {0, …, P – 1}

The application gives you two readouts to determine the current performance of the hash table: 1) the load factor, and 2) the collision rate (which measures how many collisions occur in the process of inserting items into the hash table).  The readouts tell you whether these quantities are Low or High, depending upon whether they fall above or below an acceptable threshold.  (The details are unimportant; only whether the load factor and collision rate fall above or below their thresholds.)

In the following table, fill in the best policies for dealing with the situation in each row: indicate what change, if any, should be made to the values (a, b) and (P, M); and whether or not the items should be re-hashed into a new table.

· If you recommend a change to any parameter (a, b, P or M), indicate how its new value will be determined.

· If you recommend no change, write “NC” in the given cell.

· Space is limited, so re-hash only when necessary.

· Time is scarce, so execute an operation only when necessary (random number generation, prime number generation, variable assignment, etc.).

· We have filled in one entry to help you get started.

	load factor
	collision rate
	a, b
	P, M
	Re-hash? (Y, N)

	L
	L


	
	
	

	L
	H


	
	
	

	H
	L


	
	
	

	H
	H


	a ( rand(1, P-1);

b ( rand(0, P-1);


	
	


7. Edifice WrecksTM, the homebuilding subsidiary of the RoadHog International group of companies, pumps out tract houses like there's no tomorrow.  They divide the process up into several distinct stages: framing the house; doing the finish carpentry (walls, floors, windows, etc.); pouring the concrete foundation; paving the driveway; delivering the lumber.  The construction stages are related as follows:

· before the house can be framed, the foundation must be poured, the driveway must be paved and the lumber must be delivered.

· before the finish carpentry can be done, the house must be framed and the lumber must be delivered.

· before the lumber can be delivered, the foundation must be poured and the driveway must be paved.

 

Your job is to schedule the Edifice Wrecks building process, using the data structure(s) and algorithm(s) which best represent the problem.

 

a) (5 points) Give a diagram of your data structure(s) and a concise English description of how the EW building process maps to your data structure(s).

b) (3 points) Describe an algorithm to produce a building schedule.

c) (2 points) Individual work items take the following number of work days to complete: framing the house (9); doing the finish carpentry  (15); pouring the concrete foundation (7); paving the driveway (3); delivering the lumber (1).

How long does it take EW to build a house, and why?

8. A hashing cross-list stores each dimension (set of exterior nodes) in a hash table and in a sorted linked list (this dual storage is represented by the gray regions at the top and left).  Thus, an exterior node can be accessed very quickly (via the hash table), while we can still quickly iterate over all exterior nodes in a dimension (via the sorted linked list).  Interior nodes are stored in linked lists, represented by the gray arrows.  The example shows a hashing cross-list of students, courses and enrollments.
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Give your answers below in terms of the following quantities:

· S = number of students

· C = number of courses

· R = number of enrollments

a) (3 points)  The following table summarizes worst-case and average-case time complexity of two common operations:

	
	Worst Case
	Average Case

	Find all courses taken by a student
	O(C)
	O(R/S)

	Find all students taking a course
	O(S)
	O(R/C)


Why is average-case analysis more realistic than worst-case for this data structure?  (Hint: you may want to sanity-check your answer with some sample values, like S = 10,000, C = 1,000 and R = 30,000.)

b) (8 points)  Use the cross-list to determine schedule conflicts, according to this rule: two courses have a schedule conflict (that is, they cannot be scheduled into the same time slot) if they have a student in common.

Describe the fastest algorithm you can think of to determine all schedule conflicts, taking into account the average-case time complexities stated above.

c)  (3 points)  What is the average case time complexity of your algorithm in big-O notation?




9. Compute B-Tree running times in terms of the following quantities:

· N = number of items stored in the tree

· M = branching factor

· L = leaf capacity

· D = running time of a disk access

Assume that:

· Only the root of the B-Tree is in memory; all other levels are on disk.

· The cost of finding a key or data item within a block is negligible compared to D.

a) (6 points)  Compute the running time for accessing a data item in a full B-Tree (every internal node and leaf is occupied).  Don’t use big-O notation.

b) (4 points)  Now assume that all internal and leaf nodes have load factor (, where ½ ( ( < 1.  Re-express the cost of accessing a data item in terms of the above quantities and (.  Again, don’t use big-O notation.

10. Your boss at Roadhog was so pleased with your work using Dijkstra’s Algorithm, that he now has a new task for you.  “We need to construct a private corporate network (HogNetTM) which links all of our offices and uses the minimum amount of fiber-optic cable.  We can use the data you generated with Dijkstra’s Algorithm to solve this problem, since that gives us the minimum-length paths to any point in our network.”

a) (1 point)  Do you agree or disagree with your boss?  Explain why.

b) (3 points)  Describe each data structure and algorithm which you will need to solve this problem.
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