Intro

Runtimes of exponential vs. polynomial algorithms (apocalyptic laptop)

Asymptotic Analysis

Big-O, (, ( notation

Types of case analysis: worst, average, best, amortized

Amortized Analysis of Stretchy Array

Analyzing code to determine big-O

Analyzing Recursion
Recursion Pros and Cons

Recursion Rules

Recurrences

Solving by expansion vs. telescoping (e.g. MergeSort)

Depicting with recursion tree

Tail recursion

List ADT

Queue ADT

Stack ADT

Multiple-List Data Structures

Array of lists

List of lists

Cross list

Hash table of lists

Trees

Terminology

Traversals

Depth-First Search vs. Breadth-First Search

Dictionary ADT

Possible implementations

Linked list, BST + variants, hash table

Binary Search Trees and variants

AVL trees

Splay trees

Pros and cons of BSTs and variants

B-Trees

Why logM(N) is important

Heaps

Array-based binary heap

Floyd’s BuildHeap

d-heap

leftist heap

skew heap

Hashing

Hash functions

Separate chaining

Open addressing

Collision resolution

Linear probing, quadratic probing, double hashing

Re-hashing

Concepts behind Universal hashing, Perfect hashing, Extendible hashing

Graphs

Terminology

Topological sort

Adjacency List vs. Adjacency Matrix representation

Dijkstra’s Algorithm

Concepts behind “cloud” proof

Spanning Trees

Kruskal’s Algorithm

Concepts behind correctness proof

Disjoint Sets ADT

Equivalence relations

Union-Find Up-Tree Data Structure

Array implementation

Weighted union, path compression

Time Complexity

Sorting

Lower Bound for Sorting by Comparison

Concepts behind decision tree proof

InsertionSort

MergeSort

HeapSort 

QuickSort

BinSort, RadixSort

Why they are faster than O(N logN)

Randomized Data Structures

Average vs. expected time

Treap

Randomized skip list

Random number generation

Primality checking

Multi-D Trees

k-D Trees

Quad Trees

