Where are we?

A random variable is a numerical summary of the outcome of an
experiment.

E[X] is the weighted average of possibilities of X.

Forall rv's E[X + Y] = E[X] + E[Y].
Indicator rv's are a great trick to simplify expectation computations.

Var(X) = E[(X — E[X])?] measures how “spread out” a rv is.
For independent rv's:

Var(X +Y) = Var(X) + Var(Y)

E[XY] = E[X]E[Y]

Shifting a random variable

For any random variable X, and any constants a, b:
ElaX + b] = aE[X] + b

For any random variable X, and any constants a, b:
Var(aX + b) = a?Var(X)
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Formally...

second.
P(Y =k|X = 3) =2

Which is pyx (k).

Let X be the total number of flips needed, Y be the flips after the
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