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Linearity of Expectation - Proof

Proof:
𝔼 𝑋 + 𝑌 = Σఠ∈ஐℙ 𝜔 𝑋 𝜔 + 𝑌 𝜔
                   = Σఠ∈ஐℙ 𝜔 𝑋 𝜔 + ℙ 𝜔 𝑌 𝜔

= Σఠ∈ஐℙ 𝜔 𝑋 𝜔 + Σఠ∈ஐℙ 𝜔 𝑌 𝜔
= 𝔼 𝑋 + 𝔼 𝑌

For any two random variables 𝑋 and 𝑌:
𝔼 𝑿 + 𝒀 = 𝔼 𝑿 + 𝔼[𝒀]

Note: 𝑋 and 𝑌 do not have to be independent

Linearity of Expectation

Indicator Random Variables
For any event 𝐴, we can define the indicator random variable 𝟏[𝐴] for 𝐴

 𝟏[𝐴] = ቊ
    1                         if event A occurs
   0                                     otherwise

You’ll also see notation like:

ℙ 𝑋 = 1 = ℙ 𝐴
ℙ 𝑋 = 0 = 1 − ℙ(𝐴)

𝑝௑ 𝑥 = ቐ
ℙ 𝐴         if 𝑥 = 1

1 − ℙ 𝐴  if 𝑥 = 0
0           otherwise

𝔼 𝑋
= 1 ⋅ 𝑝௑ 1 + 0 ⋅ 𝑝௑(0)
= 𝑝௑ 1 = ℙ(𝐴)
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Computing complicated expectations
We often use these three steps to solve complicated expectations

1. Decompose: Finding the right way to decompose the random 
variable into sum of simple random variables

𝑋 = 𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋௡

2. LOE: Apply Linearity of Expectation
𝔼 𝑋 = 𝔼 𝑋ଵ + 𝔼 𝑋ଶ + ⋯ + 𝔼[𝑋௡]

3. Conquer: Compute the expectation of each 𝑋௜

Often 𝑋௜ are indicator random variables

Pairs with the same birthday
In a class of 𝑚 students, on average how many pairs of people have the 
same birthday?
Decompose:

LOE:

Conquer:
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