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Problem 1a
The Log-Likelihood gives a slightly different estimate, but 
because it is close enough and easier to compute we use 
it for our estimate of θ.

- True
- False



Problem 1b
When doing MLE, θ is the true parameter and θ is our 
estimate.

- True
- False

^



Problem 1c
An estimator is unbiased if Bias(θ, θ) = E[θ] − θ = 0 or 
equivalently E[θ] = θ

- True
- False

^ ^
^



Problem 2

 



Problem 6

●  



Problem 4b

●  



Problem 9

●  


