CSE 312 Section 8

Tail Bounds, Joint Distributions, Law of Total
Expectation




Announcements & Reminders

e HWG

o Due on Wednesday 2/26
o Late deadline Saturday 3/1 @ 11:59 pm

e HWY

o Released
o Due Wednesday 3/5 @ 11:59 pm
o Late deadline Saturday 3/8 @ 11:59 pm



Review & Questions




Any lingering questions from this last week?

Each week in section, we’ll be reviewing the main concepts from this week and
putting them into action by going through some practice problems together. But
before we get into that review, we’ll try to start off each section with some time for
you to ask questions. Was anything particularly confusing this week? Is there
anything we can clarify before we dive into the review? This is your chance to

clear things up!



Review of Main Concepts

* Multivariate: Discrete to Continuous:

Discrete Continuous
Joint PMF/PDF pxviz,y) =P X =2,Y=y) vz, y) #B(X =2,Y =y)
Joint range/support
Qxy {(T y) € Qx X Qy : px. y(T ) > 0} {(:1?, y) € Ny x Ny : fx_y(.’l?,‘y) > 0}
Joint CDF Fxy (-L y) = Zt<1:,s<y Px. y( iy S) F_,\"y (.’IY, y) = jfoo f;yx fx‘y (t, S) dsdt
Normalization erpx y(z,y)=1 /_xoc [fcx fxy (z, J) dzdy = 1
Marginal PMF/PDF | px(z) =) pxy(z.y) = [". fxy(=z, y)dy
Expectation E[g( X‘ Y)=>,,9ypxy(zy) E[Q X V)= " [ 9y fxy(z y)dedy
Independence vz, y,px,y(z,y) = px(z)py () vz, y, fx,y(z,y) = fx(: )fy (v)
must have Qxy =0x X Qy QOxy =0x X Qy




Review of Main Concepts

* Law of Total Probability (r.v. version): If X is a discrete random variable, then

P(A) = Z P(A|X = z)px(z) discrete X

reQly

* Law of Total Expectation (Event Version): Let X be a discrete random variable, and let events A, ..., 4,
partition the sample space. Then,

E[X] =) E[X|A]P(A;)
=1
* Conditional Expectation: See table. Note that linearity of expectation still applies to conditional expectation:

E[X +Y|A] =E[X|A] + E[Y]|A]
* Law of Total Expectation (RV Version): Suppose X and Y are random variables. Then,

E[X]=) E[X|Y =y]py(y) discrete version.

)



Review of Main Concepts

* Conditional distributions

Discrete Continuous
Conditional PMF/PDF pxy (zly) = EXL5Y ,j]y) Fxy(zly) = f——‘f:((;]y]
Conditional Expectation | E(X|Y =y| =Y zpxy(zly) | EX|Y =y|= [ xx x fxy(z|y)dz

* Continuous Law of Total Probability:

P(A) = / P(AIX = z)fx(z)dz
JreQlx

* Continuous Law of Total Expectation:

E[X]= / E[X|Y =y fy(y)dy
Jyelly



Review of Main Concepts

* Markov’s Inequality: Let X be a non-negative random variable, and o > 0. Then,

E [X]

(8

P(X >a)<

* Chebyshev’s Inequality: Suppose Y is a random variable with E [Y] = p and Var(Y') = ¢“. Then, for any
a >0,

o

o
P(JY —p|l 2 a)< —

)
(& Ao

* (Multiplicative) Chernoff Bound: Let X, X5, ..., X,, be independent Bernoulli random variables.
Let X = X" ,X;,and p = E[X]. Then, forany 0 < 4§ <1,

2
% u

-P(XZ>2(140)p)<e 73

2
A .

-PX<(1-90)pu)<e 7



Review Questions



Question #1

a) True or False: Markov’s Inequality always gives a non-negative result.

e J[rue
e False



Question #1

a) True or False: Markov’s Inequality always gives a non-negative result.

e TJrue
e False



Question #2

®) Suppose C and D are discrete random variables. Then E[C|D = d] =

® ).d ' Pp|c (d]c)
® )¢ ppc(dfc)

@ f_oooocfclddx
E[C]

[C
E[D]



Question #2

®) Suppose C and D are discrete random variables. Then E[C|D = d] =

o Yad pp (d|c)
o Y.c-ppc(dfc)

@ f_oooocfdddx
E[C]

[C
E[D]



Question #3

@) Suppose X andY are random variables and A is an event. Given that E[X|A] = 4
and E[Y|4] = 10, what is E[2X + > |4]

14
18
9

13



Question #3

@) Suppose X andY are random variables and A is an event. Given that E[X|A] = 4
and E[Y|4] = 10, what is E[2X + > |4]

14
18
9

13



Question #4

d) True or false: Chebyshev’s Inequality can best be described as giving an
upper bound on the distribution’s right tail.

e J[rue
e [alse



Question #4

d) True or false: Chebyshev’s Inequality can best be described as giving an
upper bound on the distribution’s right tail.

e J[rue
e False



Problem 6 —
Do You “Urn” to Learn More About
Probability




Problem 6 - Do You “Urn” to Learn More About Probability

Suppose that 3 balls are chosen without replacement from an urn consisting of 5 white
and 8 red balls. Let X; = 1 if the i-th ball selected is white and let it be equal to 0
otherwise. Give the joint probability mass function of

a) X1;X2
b) Xl,Xz, X3

Work on this with the people around you and then we’ll go over it together!



Problem 6 - Do You “Urn” to Learn More About Probability

gj X1;X2



Problem 6 - Do You “Urn” to Learn More About Probability

a) X1;X2

Here is one way of defining the joint pmf of X, X,

P(X;=1,Xo=1)=P(X; =1)P(X2=1]| X; =1) =

P(./\/l — I.JY‘Z — 0) m— HD(/\,I — I)P(zYQ — 0
P(X; =0,X;=1) =P(X; = 0)P(X; =1

—_

P(X; = 0,X2 = 0) = P(X; = 0)P(X, =0

X;=0)=
Xyj=0)=

5 4 20
13 12 156
5 8 40
13 12 156
8 5 40
13 12 156
8 7 56
13 12 156



Problem 6 - Do You “Urn” to Learn More About Probability

b} X1,X2, X3



Problem 6 - Do You “Urn” to Learn More About Probability

b) X1,X2, X3

Instead of listing out all the individual probabilities, we could write a more compact formula for the pmf.
In this problem, the denominator is always P(13, k), where £ is the number of random variables in the joint
pmf. And the numerator is P(5,7) times P(8, j) where i and j are the number of 1s and Os, respectively.

If we wish to compute pyx, x, x.(x1,z2,23), then the number of 1s (i.e., white balls) is z; + x5 + x3, and
the number of Os (i.e., red balls) is (1 — z;) + (1 — 22) + (1 — x3). Then, we can write the pmf as follows:

10! 5! 8!
13! (b—x1 —x0 —23)! (B+21 +22+ 23)!

PX:{,X2,X3 (1,22, -'173) =



Problem 3 - Exponential Tail Bounds




Problem 3 - Exponential Tail Bounds

Let X ~ Exp(A) and k > %

a) Use Markov’s inequality to bound P(X = k).
b) Use Markov’s inequality to bound P(X < k).
c) Use Chebyshev’s inequality to bound P(X = k).

)
d) Whatis the exact formula for P(X = k).
) For Ak = 3, how do the bounds given in parts a, ¢, and d compare?

Work on this with the people around you and then we’ll go over it together!



Problem 3 - Exponential Tail Bounds

a) Use Markov’s inequality to bound P(X = k).



Problem 3 - Exponential Tail Bounds

a) Use Markov’s inequality to bound P(X = k).

We can use Markov’s inequality here because X is non-negative since it is an exponential distribution. We
also know that F[X| = A because X ~ Exp(\). By Markov’s inequality, we get that:



Problem 3 - Exponential Tail Bounds

b) Use Markov’s inequality to bound P(X < k).



Problem 3 - Exponential Tail Bounds

®) Use Markov’s inequality to bound P(X < k).

From Markov’s inequality (and our answer in (a)), we know that P(X > k) < Ai Then,
P(X > k)< i
Ak
—-P(X 2 k) > — Al—l. multiplying be a negative flips the inequality
1
=P ZE) S~
P(X<k)>21- % by definition of complement

Note that because we took the complement and the sign flipped, we have now found a lower bound for
P(X < k).



Problem 3 - Exponential Tail Bounds

c) Use Chebyshev’s inequality to bound P(X = k).



Problem 3 - Exponential Tail Bounds

c) Use Chebyshev’s inequality to bound P(X = k).

We rearrange algebraically to get into the form to apply Chebyshev’s inequality. We then plug in the

corresponding values and Var(X) = 5.

1 1 1
>k——) < .
- /\> ~ AN(k-1/0)2% (M -1)?




Problem 3 - Exponential Tail Bounds

®) What is the exact formula for P(X = k).



Problem 3 - Exponential Tail Bounds

®) Whatis the exact formula for P(X = k).

Using the CDF for an exponential distribution and definition of complement:

P(X>k)=1-P(X<k)=1—-(1—e )=



Problem 3 - Exponential Tail Bounds

®) For Ak = 3, how do the bounds given in parts a, ¢, and d compare?



Problem 3 - Exponential Tail Bounds

®) For Ak = 3, how do the bounds given in parts a, ¢, and d compare?

& T

~

t

(e —1)2 Mk

so Markov’s inequality gives the worst bound.



Problem 10 - Lemonade Stand




Problem 10 - Lemonade Stand

Suppose | run a lemonade stand, which costs me $100 a day to operate. | sell a drink of
lemonade for $20. Every person who walks by my stand either buys a drink or doesn’t
(no one buys more than one). If it is raining, n, people walk by my stand, and each buys
a drink independently with probability p,. If it isn’t raining, n, people walk by my
stand, and each buys a drink independently with probability p,. It rains each day with
probability p3, independently of every other day. Let X be my profit over the next

week. In terms of n4, n,, p1, P2, and p3, what is E[X]?

Work on this with the people around you and then we’ll go over it together!



Problem 10 - Lemonade Stand

Let R be the event it rains. Let X; be how many drinks I sell on day 7 for « = 1,...,7. We are interested
in X = 23:1 (20X; — 100). We have X;|R ~ Binomial(ni,p1), so E[X;|R] = nip:. Similarly, X;|R¢ ~
Binomial(ny, p2), so E [ X;|R] = nop,. By the law of total expectation,

p=E[X;] =E[X;|R]P(R) + E [X;|R°] P(R®) = nip1p3 + nap2(1 — p3)



Problem 10 - Lemonade Stand

Let R be the event it rains. Let X; be how many drinks I sell on day i for ¢ = 1,...,7. We are interested
in X = 23:1 (20X; — 100). We have X;|R ~ Binomial(ni,p1), so E[X;|R] = nip:. Similarly, X;|R¢ ~
Binomial(ny, p2), so E [ X;|R] = nop,. By the law of total expectation,

p=E[X;] = E[X;|R]|P(R) + E [X;|R°] P(R®) = n1p1p3 + napa2(1 — p3)

Hence, by linearity of expectation,

E[X]=E

E

1=1

i
(20X, — 100)] =20) E[X;] — 700 = 1404 — 700

=1

= 140 - (n1p1p3 + na2p2(1 — p3)) — 700.



Problem g - Trapped Miner




Problem 9 - Trapped Miner
A miner is trapped in a mine containing 3 doors.

e D;:The 1stdoor leads to a tunnel that will take him to safety after 3 hours.
e D,:The 2"9door leads to a tunnel that returns him to the mine after 5 hours.
e D3:The 39door leads to a tunnel that returns him to the mine after a number of

hours that is Binomial with parameters (12, é).

At all times, he is equally likely to choose any one of the doors. What is the expected
number of hours for this miner to reach safety?



Problem 9 - Trapped Miner

Let T = number of hours for the miner to reach safety. (T is a random variable)

Let D; be the event the i!" door is chosen. i € {1,2,3}. Finally, let 73 be the time it takes to return to the mine
in the third case only (a random variable). Note that the expectation of T is 12 3 because it is binomially
distributed with parameters n = 12, p = %. By Law of Total Expectation, linearity of expectatlon and by applying
the conditional expectations given by the problem statement:

]E[T]_]E[T|D1] P(D,) +E[T|Dzlﬂ”(D2)+E[T|D3]P(Ds)

=% 5+ (5+E[T]) - 5+ (E[T5 +T1) - %
=3:3+G+E[T) 5+ E[T]+ET) 5
.1 1 1

=32+ G+E[T)) - 3 +(U+E[T])- 3

Solving this equation for E [T'], we get

E[T] = 12

Therefore, the expected number of hours for this miner to reach safety is 12.



Problem 8 - Continuous Joint Density




Problem 8 - Continuous Joint Density

%¥he joint density of X and Y is given by

fry (@) ze=@+HY) >0,y >0
ry(Z,y) =
= Y 0 otherwise.

And the joint density of W and V is given by

fwyv(w,v) =

2 O<<w<rvr,0<rvkl
0 otherwise.

Are X andY independent? Are W and V independent?



Problem 8 - Continuous Joint Density

For two random variables X, Y to be independent, we must have fx y(z,y) = fx(z)fy(y) forall x € Qx, y €
(Qy. Let’s start with X and Y by finding their marginal PDFs. By definition, and using the fact that the joint PDF

is 0 outside of y > 0, we get:
~
fx(z) = / .'176_(I+y)dy — %
0

We do the same to get the PDF of Y, again over the range = > 0:
fr(y) = / re Tt dy = e Y
0

Since e *zx e Y = xe * Y = ze~®t¥) forall z,y > 0, X and Y are independent.



Problem 8 - Continuous Joint Density

We can see that W and V are not independent simply by observing that 2y, = (0,1) and 2y = (0, 1), but Qu v
is not equal to their Cartesian product. Specifically, looking at their range of fyy v (w,v). Graphing it with w as
the ”x-axis” and v as the "y-axis”, we see that :

.

0.5

The shaded area is where the joint pdf is strictly positive. Looking at it, we can see that it is not rectangular,
and therefore it is not the case that Qy = Qu x Q. Remember, the joint range being the Cartesian product

of the marginal ranges is not sufficient for independence, but it is necessary. Therefore, this is enough to show
that they are not independent.



That's All, Folks!

Thanks for coming to section this week!
Any questions?




