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Summary
Given: an event 𝐸 (usually 𝑛 i.i.d. samples from a distribution with 
unknown parameter 𝜃).
1. Find likelihood ℒ(𝐸; 𝜃)
Usually ∏ℙ (𝑥௜; 𝜃) for discrete and ∏𝑓(𝑥௜; 𝜃) for continuous

2. Maximize the likelihood. Usually:
A. Take the log (if it will make the math easier)
B. Set the derivative to 0 and solve
C. Use the second derivative test to confirm you have a maximizer

Variance
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Take the partial derivative with respect to 𝜃ఙమ . It’ll be easier if you apply 
some log and exponent rules first.
log 𝑥௬ = 𝑦 ⋅ log(𝑥).
log 𝑎𝑏 = log 𝑎 + log (𝑏).
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Biased
One property we might want from an estimator is for it to be unbiased.

The expectation is taken over the randomness in the samples we drew.
The formula is fixed, the data we draw to evaluate the formula becomes the source 
of the randomness.

So we’re not consistently overestimating or underestimating. 
If an estimator isn’t unbiased then it’s biased.

An estimator 𝜃መ is “unbiased” if
𝔼 𝜃መ = 𝜃

Are our MLEs biased?
Our estimate for the coin-flips (if we generalized a bit) would be 
୬୳୫ ୦ୣୟୢୱ

୲୭୲ୟ୪ ୤୪୧୮ୱ

Is this biased or unbiased?
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