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Notation comparison
 ℙ(𝑋|𝑌) probability of event 𝑋, conditioned on the event 𝑌 having 
happened (𝑌 is a subset of the sample space).

 ℙ(𝑋; 𝜃) probability of 𝑋, where to properly define our probability space 
we need to know the extra piece of information 𝜃. Since 𝜃 isn’t an event, 
this is not conditioning.

 ℒ(𝑋; 𝜃) the likelihood of event 𝑋, given that an experiment was run with 
parameter 𝜃. Likelihoods don’t have all the properties we associate with 
probabilities (e.g. summing them up doesn’t give 1) and this isn’t 
conditioning on an event (𝜃 is a parameter/rule of how the event could 
be generated).

Maximizing a Function

CLOSED INTERVALS
Set derivative equal to 0 and 
solve.
Evaluate likelihood at endpoints 
and any critical points.
Maximum value must be 
maximum on that interval.

SECOND DERIVATIVE TEST
Set derivative equal to 0 and 
solve.
Take the second derivative. If 
negative everywhere, then the 
critical point is the maximizer.
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Coin flips is easier
 ℒ(HTTTHHTHHH; 𝜃) = 𝜃଺ 1 − 𝜃 ସ

ln(ℒ(HTTTHHTHHH; 𝜃) = 6 ln 𝜃 + 4 ln(1 − 𝜃)

Continuous Example
Suppose you get values 𝑥ଵ, 𝑥ଶ, … 𝑥௡ from independent draws of a 
normal random variable 𝒩(𝜇, 1) (for 𝜇 unkown)
We’ll also call these “realizations” of the random variable.
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