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Let’s calculate an expectation
Let 𝑋 be a uniform random number between 𝑎 and 𝑏.

 𝔼 𝑋 = ∫ 𝑧 ⋅ 𝑓௑ 𝑧  d𝑧
ஶ

ିஶ

Continuous Uniform Distribution
 𝑋~Unif(𝑎, 𝑏) (uniform real number between 𝑎 and 𝑏)

PDF: 𝑓௑ 𝑘 = ൝
ଵ

௕ି௔
    if 𝑎 ≤ 𝑘 ≤ 𝑏

0            otherwise

CDF: 𝐹௑ 𝑘 = ൞

0               if 𝑘 < 𝑎
௞ି௔

௕ି௔
  if 𝑎 ≤ 𝑘 ≤ 𝑏

1                if 𝑘 ≥ 𝑏

 𝔼 𝑋 =
௔ା௕

ଶ

 Var 𝑋 =
௕ି௔ మ

ଵଶ
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Continuous Zoo

𝒇𝑿 𝒌 =
𝟏

𝒃 − 𝒂

𝔼 𝑿 =
𝒂 + 𝒃

𝟐

𝐕𝐚𝐫 𝑿 =
𝒃 − 𝒂 𝟐

𝟏𝟐

𝑿~𝐔𝐧𝐢𝐟(𝒂, 𝒃)

𝒇𝑿 𝒌 = 𝝀𝒆ି𝝀𝒌 for 𝒌 ≥ 𝟎

𝔼 𝑿 =
𝟏

𝝀

𝐕𝐚𝐫 𝑿 =
𝟏

𝝀𝟐

𝑿~𝐄𝐱𝐩(𝝀)

𝒇𝑿 𝒌 =
𝟏

𝝈 𝟐𝝅
𝐞𝐱𝐩 −

𝒙 − 𝝁 𝟐

𝟐𝝈𝟐

𝔼 𝑿 = 𝝁
𝐕𝐚𝐫 𝑿 = 𝝈𝟐

𝑿~𝒩(𝝁, 𝝈𝟐)

It’s a smaller zoo, but it’s just as much fun!

Comparing Discrete and Continuous
Continuous Random VariablesDiscrete Random Variables

All impossible events have probability 0, but not 
conversely.

Equivalent to impossibleProbability 0

PDF 𝑓௑(𝑘) gives chances relative to 𝑓௑(𝑘ᇱ)PMF: 𝑝௑ 𝑘 = ℙ(𝑋 = 𝑘)Relative Chances

Integrate PDF to get probabilitySum over PMF to get probabilityEvents

Integrate PDF to get CDF.
Differentiate CDF to get PDF.

Sum up PMF to get CDF.
Look for “breakpoints” in CDF to get PMF. 

Convert from CDF to 
P(M/D)F

න 𝑧 ⋅ 𝑓௑ 𝑧  d𝑧
ஶ

ିஶ

෍ 𝑋(𝜔) ⋅ 𝑝௑(𝜔)

ఠ

𝔼[𝑋]

න 𝑔(𝑧) ⋅ 𝑓௑ 𝑧  d𝑧
ஶ

ିஶ

෍ 𝑔 𝑋 𝜔 ⋅ 𝑝௑(𝜔)

ఠ

𝔼[𝑔 𝑋 ]

𝔼 𝑋ଶ − 𝔼 𝑋 ଶ = න 𝑧 − 𝔼 𝑋 ଶ𝑓௑ 𝑧  d𝑧
ஶ

ିஶ

𝔼 𝑋ଶ − 𝔼 𝑋 ଶVar(𝑋)
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