Section 6

CLT and Joint Distributions
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normal distribution

properties of the normal distribution
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normal distribution

+ O

- By symmetry of normal distribution, P(X < -k) = P(X > k)
- ®(a) = P(Z < a) where Z (standard normal) follows N(O, 1)
- O(-k) = P(Z < k) = P(Z>k) = 1-P{Z&=K) = 1-®(k)

A this is useful because negative values aren’t on the table!



it:iturnsout'that allotof.

datacollectedinreal
worldexperimentsifollow,
anormal.distribution!
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this also means that as n increases, (X-p / 0?) ~ Z ~ N(0,1)

To estimate probability that discrete RV lands in (integer) interval {a,b}
compute probability continuous approximation lands in interval [a-0.5, b+0.5]
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thanram
1. set up the problem

(what do we want to solve for/what is the probability we want to be true?)

2. if the distribution is discrete, apply continuity correction here

2.apply CLTto X =Xi + ... + Xn

3. convert to standard normal

4. solve!



joint distribution

shows the distribution for two (or more) random variables

N - S
Joint PMF/PDF : fxy(@,y) #P(X =2,Y =y)

e __
Qxy {(z,9) € Ox x Qy : px v(z,y) > 0} | {(z,y) € Qx x Qy : fx,v(z,y) >0}
Joint CDF FX Y (:II y) Zt<a: s<y PX, y(t 3) FX Y (JJ y) 5 Vet fX v (t s) dsdt

T, P (@) - 7, §7 L () dody =1

e ) (o) = 17 Fx ey
Elg(X,Y)] = ¥, , 9(=, y)px v (,9)

Independence Vz,y,px,v (z,y) = px (z)py (y) Yo, 9, fx Y(-T y) fX(x)fY(y)
must have Qx,y =Qx x Qy QXY =0x x Qy
Conditional PMF/PDF | px |y (z|y) = ”X;’ it} Ixjy (zly) = 258

Conditional Expectation | E[X|Y = y] =} z-px|y(z|y)



Suppose X and Y have the following joint PMF:

these are
the values
X takes on
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Suppose X and Y have the following joint PMF:

these are
0 | 0 [02]0.1 | ERUEAEIIES
1 (03] 0 [ 0.4 BRKSLEN

the values in the table show the joint
probabilities - for example this
highlighted value is P(X=1, Y-3)

these are
the values
X takes on




Suppose X and Y have the following joint PMF:

(a) Identify the range of X (€2x), the range of Y (2y), and their joint range (2x y).

e Based on the table (specifically what’s highlighted in yellow and
pink), we know that the range of X is {0, 1}, and the range of Y is
{1,2,3}
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(a) Identify the range of X (€2x), the range of Y (2y), and their joint range (2x y).

e Based on the table (specifically what’s highlighted in yellow and
pink), we know that the range of X is {0, 1}, and the range of Y is
{1,2,3}

e The joint range is the set of pairs of x and y that both X and Y can
take on at the same time. In other word the pairs of values x and y

such that the joint PMF P(X=x, Y=y) is greater than 0.



Suppose X and Y have the following joint PMF:

(a) Identify the range of X (€2x), the range of Y (2y), and their joint range (2x y).

e Based on the table (specifically what’s highlighted in yellow and
pink), we know that the range of X is {0, 1}, and the range of Y is
{1,2,3}

e The joint range is the set of pairs of x and y that both X and Y can
take on at the same time. In other word the pairs of values x and y
such that the joint PMF P(X=x, Y=y) is greater than 0.

e In this case, that would be the set of pairs:

Q.. =1(0, 2), (0,3), (1,1), (1,3)}

e We don'’t include the pairs (0, 1) and (1,2) because the joint pmfis O

for those pairs



Suppose X and Y have the following joint PMF:

(b) Find the marginal PMF for X, px (z) for z € Qx.

e The marginal PMF for X is just like asking what the PMF for X is based
on the joint PMF

e There are only two values in the range of X so we can try defining this
PMF by looking at the probabilities for each value separately!

e First, we want to find P(X=0) -
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Suppose X and Y have the following joint PMF:

(b) Find the marginal PMF for X, px (z) for z € Qx.

e The marginal PMF for X is just like asking what the PMF for X is based
on the joint PMF

e There are only two values in the range of X so we can try defining this
PMF by looking at the probabilities for each value separately!

e First, we want to find P(X=0) - Based on the joint PMF, and using LOTP

P(X=0) = P(X=0, Y=1)+P(X=0,Y=2) + P(X=0,Y=3)=0+0.2+0.1-0,3
e Similarly, P(X=1) = 0.3+0+0.4
¢ In general, the marginal pmf looks like: px(@) = 3 prxy(e,y)

yeQy



Suppose X and Y have the following joint PMF:

(d) Are X and Y independent? Why or why not?

e If we want to prove that X and Y are independent, we would need to
show both of the conditions to be true:

Vz,y,px,y(z,y) = px (z)py (y)

Qx,y = Qx X QY

e However, note that the second condition is not true in this case! (take a
look at the ranges we found in part a). So, X and Y are not independent.






