
lecture 21
more MLE

Coin Example: 

The product rule is not fun!! So, take the log of the likelihood function before taking the derivative!
ln(a*b)=ln(a)+ln(b)

1. DefINE LIKELIHOOD FUNCTION

2. TAKE LOG OF THE LIKELIHOOD (LOG-LIKELIHOOD

Now, we want to find the value of theta, that will maximize the likelihood  (maximize the probability of the  data) 

3. TAKE derIVATIVE(S) OF THE LOG-LIKELIHOOd

5. 2ND DERIVATIVE TEST TO VERIFY MAx       

Discrete Distribution Continuous Distribution Multiple Parameters

now the likelihood will be
in terms of multiple
unknown 

If solving for MLE with 2
parameters, look for the pair of
values that give the max likelihood

If solving for MLE with 2 parameters, take partial
derivatives with respect to each parameter

4. sET derIVATIVE(S) TO 0, SOLVE FOR THE MLE
If solving for MLE with 2 parameters, set both
derivatives to 0, and solve system of equations. 



1. Write the likelihood function:

2. Take the log of the likelihood function 

3. Take the derivatives of the log-likelihood function

4. Set the derivatives to 0, and solve for the MLE 𝜽 ̂

5. Verify it is a maximum with second derivative test (not required for 312)
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