
lecture 14
zoo of continuous RVs

CONTINUOUS UNIFORM DISTRIBUTION

Cumulative Distribution Function 

exPONENTIAL DISTRIBUTION

X is a uniform random real number between a and b -> X~Unif(a,b)

.Area under this curve is 1

 Probability Density Function (PDF) Expectation

Variance

 X~Exp(λ) is time till the first event. Average of λ events per time unit. 

Similar to geometric, exponential RVs memoryless: P(X>=k+1 | X≥1)=P(Y≥k)

Cumulative Distribution Function “its take more than 𝑡 time units for first event” 
= “0 successes in the first 𝑡 time units”

ZOO OF CONTINUOUS RANDOM VARIABLES
>  Uniform Continuous Distribution: Unif(a,b) ~ real number selected uniformly at random between a and b
>  Exponential Distribution : Exp(lambda) ~ time till first success, where lambda is rate of success
>  Normal Distribution:  N(mu,  sigma^2) is a normal distribution with mean mu and variance sigma^2
     - we will see this in a lot of real world situtations (spoiler: CLT!)     - it looks like a bell curve 
     - to compute probabilites (1) standardize     (2) write in terms of Phi(z)     (3) plug into the z-table



Linearity of Expectation holds regardless
E[aX+bY+c]=aE[X]+bE[Y}+c

Formula for variance and variance properties
still work regardless

varIANCE VARIANCE

Expectation

NORMAL DISTRIBUTION
Normal RVs appear a lot in the real world! It’s defined below:

When we scale or shift a normal, we
get a normal random variable

When we add independent normals,
we get a normal random variable 

Probability Density Function - take the derivative of the CDF

Variance

Properties of Normal RVs

How to FIND PROBABILITIES (E.G., CDF) OF A NORMAL RANDOM VARIABLE?
The z-table contains values for the CDF of the standard normal
random variable Z~N(0,1)

1. Write the probability we’re interested in in terms of the CDF
2. Standardize the normal random variable: Z=(X-μ)/σ
3. Round the “z-score”(s) to the hundredths place.
4. Look up the value(s) in the table


