
lecture 10
variance + discrete zoo

VARIANCE

> INDEPENDENCE OF RANDOM VARIABLES:

 > EXPECTATION OF A FUNCTION OF X: 

 > LINEARITY OF EXPECTATION:    
    E[aX+bY+c]=aE[X]+bE[Y]+c

X □  Concept check 8 □ 9 □ 10
□  HW3 due on Wed (7/11)  □ Coding on Fri. (7/13)
□  Read midterm information
□ Practice for midterm, review session on Friday
□ Attend/participate in section on Thursday

Coming up with the variance measure...                                                                                                                                                                                   

Variance is a quantity that measures on average how “far”  the random variable is from its expectation

todos for week 4

VARIANCE adds for INDEPENDENT RANDOM VARIABLES
Var(X+Y)=Var(X)+Var(Y) IF X and Y are independent

 Let X be the result of rolling a fair die. What is Var(X)?

 Let X be the number of heads in n coin flips (probability p of heads). What is Var(X)?

MORE PROPERTIES OF INDEPENDENCE
Var(X+c)=Var(X)  shifting
Var(aX)=a  Var(X)  scaling2



uNIFORM DISTRIBUTION

examples...

BERNOULLI DISTRIBUTION

examples...

ZOO OF DISCRETE RANDOM VARIABLES

 You want an integer in some range, with each integer equally likely.

The discrete zoo defines some common patterns and gives us the PMF,
expectation, and variance, so we don’t have to compute it every time! 

 Do I get a success in one trial with probability p of “success”?

BINOMIAL DISTRIBUTION
 How many success did you see in n independent trials, where each trial has probability p of success?

example:


