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Central Limit Theorem



Administrivia

• Midterm grades are out

• HW5 was due on Wednesday (5/8)

• HW6 released and due next Wednesday (5/15)

• Check how many late days you have used (8 late days in total) and 
reach out if you have any concerns



If 𝑍~𝑁 0,1  −− − 𝑃 𝑍 ≤ 0.42 = Φ 0.42 = 0.66276



Problem 3

• (a) Let X be a normal random with parameters 𝜇 = 10 and 𝜎2 = 36. Compute 𝑃(4 <  𝑋 <  16).

     Work on this with the people around you and then we’ll go over it together!

• (b) Let 𝑋 be a normal random variable with mean 5. If 𝑃(𝑋 >  9)  =  0.2, approximately what is 𝑉𝑎𝑟(𝑋)?
      Work on this with the people around you and then we’ll go over it together!
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Problem 4b

• (b) Lots of statistics (like standardized test scores or heights) use percentiles to give context to where 
outcomes fall in a distribution. The nth percentile marks the outcome at which n% of the data points are less 
than the outcome. Let 𝑌 be a normal random variable with parameters 𝜇 = 15 and 𝜎2 = 4. What value 𝑦 
marks the 85th percentile? What value 𝑏 marks the 15th percentile?

     Work on this with the people around you and then we’ll go over it together!
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Problem 7

• A prolific Twitter user tweets approximately 350 tweets 
per week. Let’s assume for simplicity that the tweets are 
independent and each consists of a uniformly random 
number of characters between 10 and 140. Thus, the 
CLT implies that the number of characters tweeted by 
this user is approximately normal. Assuming this normal 
approximation is correct, estimate the probability that 
this user tweets between 26,000 and 27,000 characters 
in a particular week.

• Use continuity correction



Problem 7 solution



Problem 12

Suppose X and Y have the following joint PMF:

(a) Identify the range of X (ΩX), the range of Y (ΩY ), and their joint range (ΩX,Y ). 

(b) Find the marginal PMF for X, 𝑝𝑋(𝑥) for 𝑥 ∈ Ω𝑋.

(c) Find the marginal PMF for Y , 𝑝𝑌(𝑦) for 𝑦 ∈ Ω𝑌.

(d) Are X and Y independent? Why or why not?

(e) Find 𝐸[𝑋3𝑌]

 Work on this with the people around you and then we’ll go over it together!
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Problem 12

Suppose X and Y have the following joint PMF:

(e) Find 𝐸[𝑋3𝑌]
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these are 
the values 
X takes on

these are 
the values 
Y takes on

the values in the table show the 
joint probabilities - for example this 
highlighted value is P(X=1, Y-3)



● Based on the table (specifically what’s highlighted in yellow and 
pink), we know that the range of X is {0, 1}, and the range of Y is 
{1,2,3}
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● Based on the table (specifically what’s highlighted in yellow and 
pink), we know that the range of X is {0, 1}, and the range of Y is 
{1,2,3}
● The joint range is the set of pairs of x and y that both X and Y can 
take on at the same time. In other word the pairs of values x and y 
such that the joint PMF P(X=x, Y=y) is greater than 0. 
● In this case, that would be the set of pairs:

ΩX,Y = {(0, 2), (0,3), (1,1), (1,3)}
● We don’t include the pairs (0, 1) and (1,2) because the joint pmf is 
0 for those pairs



● The marginal PMF for X is just like asking what the PMF for X is 
based on the joint PMF
● There are only two values in the range of X so we can try defining 
this PMF by looking at the probabilities for each value separately!
● First, we want to find P(X=0) - 
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● The marginal PMF for X is just like asking what the PMF for X is 
based on the joint PMF
● There are only two values in the range of X so we can try defining 
this PMF by looking at the probabilities for each value separately!
● First, we want to find P(X=0) - Based on the joint PMF, and using 
LOTP

P(X=0) = P(X=0, Y=1)+P(X=0,Y=2) + P(X=0,Y=3)=0+0.2+0.1-0,3
● Similarly, P(X=1) = 0.3+0+0.4
● In general, the marginal pmf looks like: 





● If we want to prove that X and Y are independent, we would need to 
show both of the conditions to be true:

● However, note that the second condition is not true in this case! (take 
a look at the ranges we found in part a). So, X and Y are not 
independent.



Problem 5

Let 𝑋 be the sum of 100 real numbers, and let 𝑌 be the same sum, but with 
each number rounded to the nearest integer before summing. If the 
roundoff errors are independent and uniformly distributed between -0.5 
and 0.5, what is the approximate probability that |𝑋 −  𝑌 | > 3?

 Work on this with the people around you and then we’ll go over it together!
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Problem 11

• Let 𝑋1, 𝑋2, … , 𝑋𝑛 be IID RVs with CDF 𝐹𝑋(𝑥) 
and PDF 𝑓𝑋 𝑥 . Let 𝑌 = min(𝑋1, … , 𝑋𝑛) and let 
𝑍 = max(𝑋1, … , 𝑋𝑛). Show how to write the 
CDF and PDF of 𝑌 and 𝑍 in terms of the 
functions 𝐹𝑋(⋅) and 𝑓𝑋(⋅).

Work on this with the people around you and then we’ll go over 
it together!



Problem 9

• A point is chosen at random on a line segment 
of length 𝐿. Interpret this statement and find 
the probability that the ratio of the shorter to 

the longer segment is less than 
1

4
.
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