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Where are we?
A random variable is a numerical summary of the outcome of an 
experiment.

 𝔼[𝑋] is the weighted average of possibilities of 𝑋. 
For all rv’s 𝔼 𝑋 + 𝑌 = 𝔼 𝑋 = 𝔼[𝑌].
Indicator rv’s are a great trick to simplify expectation computations.

 Var 𝑋 = 𝔼 𝑋 − 𝔼 𝑋 ଶ measures how “spread out” a rv is.
For independent rv’s:

 Var 𝑋 + 𝑌 = Var 𝑋 + Var(𝑌)

 𝔼 𝑋𝑌 = 𝔼 𝑋 𝔼[𝑌]

Make a prediction
How should Var 𝑋 + 𝑐 relate to 𝑉𝑎𝑟(𝑋) if 𝑐 is a constant?
How should Var(aX) relate to Var(𝑋) is 𝑎 is a constant?
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Zoo! 

𝒑𝑿 𝒌 =
𝟏

𝒃 − 𝒂 + 𝟏

𝔼 𝑿 =
𝒂 + 𝒃

𝟐

𝐕𝐚𝐫 𝑿 =
𝒃 − 𝒂 𝒃 − 𝒂 + 𝟐

𝟏𝟐

𝑿~𝐔𝐧𝐢𝐟(𝒂, 𝒃)

𝒑𝑿 𝒌 = 𝟏 − 𝒑 𝒌ି𝟏𝒑

𝔼 𝑿 =
𝟏

𝒑

𝐕𝐚𝐫 𝑿 =
𝟏 − 𝒑

𝒑𝟐

𝑿~𝐆𝐞𝐨(𝒑)

𝒑𝑿 𝟎 = 𝟏 − 𝒑;
𝒑𝑿(𝟏) = 𝒑

𝔼 𝑿 = 𝒑

𝐕𝐚𝐫 𝑿 = 𝒑(𝟏 − 𝒑)

𝑿~𝐁𝐞𝐫(𝒑)

𝒑𝑿 𝒌 =
𝒌 − 𝟏

𝒓 − 𝟏
𝒑𝒓 𝟏 − 𝒑 𝒌ି𝒓

𝔼 𝑿 =
𝒓

𝒑

𝐕𝐚𝐫 𝑿 =
𝒓(𝟏 − 𝒑)

𝒑𝟐

𝑿~𝐍𝐞𝐠𝐁𝐢𝐧(𝒓, 𝒑)

𝒑𝑿 𝒌 =
𝒏

𝒌
𝒑𝒌 𝟏 − 𝒑 𝒏ି𝒌

𝔼 𝑿 = 𝒏𝒑

𝐕𝐚𝐫 𝑿 = 𝒏𝒑(𝟏 − 𝒑)

𝑿~𝐁𝐢𝐧(𝒏, 𝒑)

𝒑𝑿 𝒌 =

𝑲
𝒌

𝑵ି𝑲
𝒏ି𝒌

𝑵
𝒏

𝔼 𝑿 = 𝒏
𝑲

𝑵

𝐕𝐚𝐫 𝑿 =
𝑲(𝑵 − 𝑲)(𝑵 − 𝒏)

𝑵𝟐(𝑵 − 𝟏)

𝑿~𝐇𝐲𝐩𝐆𝐞𝐨(𝑵, 𝑲, 𝒏)

𝒑𝑿 𝒌 =
𝝀𝒌𝒆ି𝝀

𝒌!

𝔼 𝑿 = 𝝀

𝐕𝐚𝐫 𝑿 = 𝝀

𝑿~𝐏𝐨𝐢(𝝀)

Formally…
Let 𝑋 be the number of flips needed, 𝑌 be the flips after the third.

 ℙ 𝑌 = 𝑘 𝑋 ≥ 3) =?

…

Which is 𝑝௑(𝑘).


