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Agenda

* Recap a

 Linearity of expectation

* LOTUS

* Variance

* Properties of Variance

* Independent Random Variables

* Properties of Independent Random Variables



Random Variables

Definition. A random variable (RV) for a probability space
(), P)is afunction X: () — R.

The set of values that X can take onis its range/support: X ()

X =x}=1w €| X(w) = x;}

Random variables partition
the sample space.

erX(Q)P(X =x)=1




Example: Returning Homeworks

* Class with 3 students, randomly hand back homeworks.
All permutations equally likely.

* Let X be the number of students who get their own HW

[
Pr(w) w X(w) X(w) —0
1/6 |1,2,3 3
1/6 | 1,3,2 1
1/6 |2,1,3 1 X(w) =1
1/6 | 23,1 0
1/6 |3,1,2 0
1/6 | 3,21 1 1,2,3 X(w)=3




Expected Value of a Random Variable

Definition. Given a discrete RV X: () — R, the expectation or expected
- value or mean of X is

E[X] = 2 X(w) - P(w)

wE()

or equivalently

Intuition: “Weighted average” of the possible outcomes (weighted by probability)



Example: Returning Homeworks

* Class with 3 students, randomly hand back homeworks.

All permutations equally likely.

—\ E[X]= z X(w) - P(w)

wWE)

—\ E[X] = z x-P(X =x)
x€X(Q)

* Let X be the number of students who get their own HW

Pr(w) w X(w)
1/6 1,2,3 3
1/6 | 1,3,2 1
1/6 |2,1,3 1
1/6 | 2,3,1 0
1/6 | 3,1,2 0
1/6 |3,2,1 1

IE[X]%3-6+1-—+1-—+0-—+0-—+1-—

1 1 1 1

6 6 6 6 6

1+1 3+O ‘
6 6 6

3-PX=%3)+1-PX=p+0-Px=9

3.

—

1



E(X ¥k = Kn) =E(X) » )+ EQGYr- +R(X)
Linearity of Expectation = i E(\( >

____________________________________________________________________________________________________________________________________________________________________

Theorem. For any random variables X, and constants a and b E 3 X
—.) ElaX + b] = a- E[X] + b. AL/
——

For any event 4, can define the indicator random variable X for A e i
Y !

y. =11 ifeventA occurs . P(Xy=1) =P(4) :

4710 ifevent A does not occur . P(X,=0)=1-P(4) !
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Example - Coin Tosses — The brute force method
We flip n coins, each one heads with probability p,
Z is the number of heads} whatis E[Z]?
Z k-PZ=k) = Z k- () p*a —pn
n - ) n ) -
Z kl(n o PA-pr = ;(k—l)!(n—k)! pe(—p)

(n—1)! _ .
zan(k—l)!(n—k)!pk Ha-pn

f
This Photo by Unknown Author is
licensed under CC BY-NC

S

Can we solve it more

—npzk,(;n—_ll)'kyp (1 — p)n-D-k elegantly, please?
< -1 k (n—-1)—k n—1
= np ( I )p (1-p) =np(p+ (@1 —p)) =np-1l=np 8

R‘
Il
o


http://www.pngall.com/baby-png
https://creativecommons.org/licenses/by-nc/3.0/

x: ’#Nﬂda "N N \Ni-'; 13 5824

Computing complicated expectations ? o’ W

Often boils down to the following three steps:

« Decompose: Finding the right way to decompose the random variable
into sum of simple random variables

X=X+ -+X,
« LOE: Apply linearity of expectation.
E[X] = E[X,] + --- + E[X,,]-
o Conguer: Compute the expectation of each X;

Often, X; are indicator (0/1) random variables.



Example - Coin Tosses
o\ ’hm

We flip n «@ims, each toss independent, comes up heads with probability p

Z is the number of heads, what is E[Z]?

7 — 1, i coin flip is heads
710, ith coin flip is tails.

E(z_) = ESO::\: E&Xﬁf wa@

E(X) - P(‘\&“&?\S VY\ = P

em——
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Example - Coin Tosses

We flip n coins, each toss independent, comes up heads with probability p
Z is the number of heads, whatis E[Z]?

o — 1, i coin flip is heads
- 7P |0, itcoin flipistails. @ FAke = AT An
Linearity of Expectation:

]E[Z] — ]E[Xl +"'+Xn] —_ IE[Xl] +°"+]E[Xn] =Tl°p

EX;]=p-1+(1—-p)-0=p

"



Kandinsky
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Example: Returning Homeworks e R
\ \ A
* Class with n students, randomly hand back homeworks.  All permutations
equally likely.
* Let X be the number of students who get their own HW
What is E[X]? «
e — . ON~~ w
A ) B Fron n
Pr(w)| w X(w)
1/6 [1,2,3 3 O oW, 13
1;6 1,3,2 1 ~
1/6 (2,1,3 1 .
1/6 |2,3,1 0 x — iy\‘
1/6 [3,1,2 0 T=)
1/6 |3,2,1 1 . A E X
— E(X) = =, ‘
LoV Y=\
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Example: Returning Homeworks

* (lass with n students, randomly hand back homeworks.  All permutations
equally likely.
* Let X be the number of students who get their own HW

What is E[X]? Use linearity of expectation!

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

1/6

3,2,1

Rlo|lo|lRr|rR]|w

Decompose: Find the right way to

decompose the random variable into

sum of simple random variables
X=X;1+--+X,

LOE: Apply linearity of expectation.
E[X] = E[X;] + --- + E[X},].

14

Conguer: Compute the expectation of each X; and sum!




Example: Returning Homeworks

* Class with n students, randomly hand back homeworks.  All
permutations equally likely.

* Let X be the number of students who get their own HW

What is E[X]? Use linearity of expectation!

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

1/6

3,2,1

(et I el e BN BN I S

Decompose: What is X;?

X; = 1 iff i*" student gets own HW back
LOE: E[X] = E[X{] + - + E[X,,]

S |-

Conguer: E[X;] =

Therefore, E[X] =n-= =1

S|k
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Pairs with the same birthday e b

o Inaclass of m students, on average how many pairs of people have
the same birthday (assuming 365 equally likely birthdays; diff people

independent)? Mavcn D Fpr X ('\068 _
LS T it 05 A
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Pairs with the same birthday

o Inaclass of m students, on average how many pairs of people have
the same birthday (assuming 365 equally likely birthdays)?

Decompose: Indicator events involve pairs of students (i, j) fori # j
X;; = 1 iff studentsi and j have the same birthday

LOE: (7;1) indicator variables X;;

m
1 . ~1) .
Conquer: [E|X;;] = —— so total expectation is (S—zs) =m(%0) pairs




Agenda

* Recap

 Linearity of expectation

* LOTUS o

* Variance

* Properties of Variance

* Independent Random Variables

* Properties of Independent Random Variables
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Linearity of Expectation — Even stronger

Theorem. For any random variables X, ..., X,,, and real numbers
E al’ ---)an E ]R,

' E[a, X, + - + a,X,,] = ¢, E[X{] + - + a,E[X,].

30 )

Very important: In general, we do not have E[X - Y| # E[X] - E[Y]
-

Z\w\: X‘“’\ \/(9 ”




Linearity is special!

In general E[g(X)] i&(E(X))J
5

E(X)= O
+1 with prob 1/2
Eg X = {Tl-with prob 1/2 N
o crenwnon x S ﬁ-
Then: E[X?] # E[X]* u,\\w@wb A
E0O) =1

How DO we compute E[g(X)]?




Definition. Given a discrete RV X: () — R, the expectation or expected
- value or mean of g(X) is

— Elg(0)] = > 9(X(w)) - P(w)

or equivalently

Elg0l= ) g@)-PE=x)= ) g(x) px(x)

XEQ.X

Also known as LOTUS: “Law of the unconscious statistician

(nothing special going on in the discrete case) e



Example: Expectation of g (X) w —. ‘0 X3

Suppose we rolled a fair, 6-sided die in a game.
You will win the cube of the number rolled in dollars, times 10.

Let X be the result of the dice roll. @)
What is your expected winnings?

E(w) G ,
= E[0X*] = > ‘?Q}}_\>

=\

——

3
0o P(X=0) Oy (A=) 10X P
06 PX=6) .



