CSE 312
Foundations of Computing Il

Lecture 8: More on random variables; expectation



Last Class:
e Random Variables
* Probability Mass Function (PMF)

e Cumulative Distribution Function
(CDF)

Today:

* Recap

* Expectation

* Linearity of Expectation

* Indicator Random Variables
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Random Variables

Definition. A random variable (RV) for a probability space
(Q, P) is afunction X: Q - R.

The set of values that X can take onis its range/support: X (1) or Q.



Example: Returning Homeworks

* Class with 3 students, randomly hand back homeworks.
All permutations equally likely.

* Let X be the number of students who get their own HW

Pr(w) w X(w)
1/6 | 1,2,3
1/6 | 1,3,2
1/6 |2,1,3
1/6 |2,3,1
1/6 |3,1,2
1/6 |3,2,1




Random Variables

Definition. A random variable (RV) for a probability space
(Q, P) is afunction X: Q - R.

The set of values that X can take onis its range/support: X(£)) or Qy

X =x})={wed|X(w) = x;}

Random variables partition
the sample space.

ZxEX(Q)P(X =x) =1 Q



Example: Returning Homeworks

* Class with 3 students, randomly hand back homeworks.
All permutations equally likely.

* Let X be the number of students who get their own HW

Pr(w) w X(w) X(w) S
1/6 |1,2,3 3
1/6 | 1,3,2 1
1/6 |2,1,3 1 X(w) =1
1/6 |2,3,1 0
1/6 |3,1,2 0
1/6 |3,2,1 1 1,2,3 X(w) =3




PMF and CDF

Definitions:

Fora RV X: () — R, the probability mass function (pmf) of X
specifies, for any real number x, the probability that X = x

px(x) =P(X =x) =P(lw € Q| X(w) = x})

ZxEQX px(x) =1

Fora RV X: Q) — R, the cumulative distribution function (cdf) of X
specifies, for any real number x, the probability that X < x

Fy(x) =P(X <x)




Example - Two fair mdependent coin flips

Probability Mass Function

Cumulative Distribution Function

PMF CDF
Px
Fy
1
3/4
1/2
1/4 I ——)
s
-1 0 1 2 3 -1 0 1 2 3



Pr(w) w X(w)

1/6 1,23 3

Example: Returning Homeworks

1/6 1,3,2

1/6 2,1,3

* (lass with 3 students, randomly hand back homeworks. 176 | 231

1/6 3,1,2

Rr|lo|lol|l r]|r

All permutations equally likely.

1/6 3,21

* Let X be the number of students who get their own HW

Probability Mass Fn Cumulative Distribution Fn
PMF Dy CDF FX

PX=0)=1/3
PX=1)=1/2 12
PX=3)=1/6
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Example - Number of Heads

We flip n coins, independently, each heads with probability p

Q={HH.--HH,HH:--HT,HH:--TH, ..., TT --- TT}
X = # of heads

px(k) =PX =k) =

12



Example - Number of Heads
We flip n coins, independently, each heads with probability p

QA={HH.--HH,HH---HT,HH---TH, ..., TT --- TT}

X = # of heads
n

px() = PX = k) = (, ) - p*- (1 —p)"*

N

# of sequences with k heads Prob of sequence w/ k heads
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Agenda

Random Variables
Probability Mass Function (PMF)
Cumulative Distribution Function (CDF)

* Expectation @
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Expectation (Idea)

Example. Toss a coin 20 times independently with probability ¥ of
coming up heads on each toss.

X = number of heads

How many heads do you expect to see?

What if you toss it independently n times and it comes up heads
with probability p each time?

15



Expected Value of a Random Variable

Definition. Given a discrete RV X: () — R, the expectation or expected
- value or mean of X is

E[X] = z X(w) - P(w)

wEN)

or equivalently

Intuition: “Weighted average” of the possible outcomes (weighted by probability)
16



Expectation

Example. Two fair coin flips
Q = {TT,HT, TH, HH}

X = number of heads

Px

E[X] = 2 X(w) - P(w)

wE

E[X] = 2 x-P(X =x)
x€X(Q)

What is E[X]?

E[X] =0 -px(0) + 1 -px(1) +2-px(2)

=0 1+1 1+2 1—1+1—1
T4 2 42 27



E[X] = z X(w) " P(0)

wE()

Example: Returning Homeworks

E[X] = z x-P(X =x)
x€X(Q)

* Class with 3 students, randomly hand back homeworks.
All permutations equally likely.

* Let X be the number of students who get their own HW
 Whatis E[X]?

Pr(w) w X(w)
1/6 |2,3,1 0
1/6 |3,1,2 0
1/6 | 1,3,2 1
1/6 |3,2,1 1
1/6 |2,1,3 1
1/6 | 1,23 3 18




Example: Returning Homeworks

* Class with 3 students, randomly hand back homeworks.

All permutations equally likely.

* Let X be the number of students who get their own HW

Pr(w) w X(w)
1/6 | 1,2,3 3
1/6 | 1,3,2 1
1/6 |2,1,3 1
1/6 | 2,31 0
1/6 |3,1,2 0
1/6 |3,2,1 1
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Example - Flipping a biased coin until you see heads

* Biased coin, each flip indep:
P(H)=q>0
P(T)=1-q

» 7 =# of coin flips until first head

P(Z =i) =

20



Example - Flipping a biased coin until you see heads

* Biased coin, each flip indep:
P(H)=q>0
P(T)=1—¢q

» 7 =# of coin flips until first head

PZ=1)=q1 -

— . —7) = . — -1
E[Z] = z i-P(Z=1) Z i-q(1—q) Converges, so E[Z] is finite
i=1 =1

Can calculate this directly but...
21



Example - Flipping a biased coin until you see heads

* Biased coin, each flip indep:
P(H)=q>0
P(T)=1—g¢q

» 7 =# of coin flips until first head

Another view: If you get heads first try you get Z = 1;
If you get tails you have used one try and have the same experiment left

E[Z] =

22



Example - Flipping a biased coin until you see heads

e Biased coin: q q

1 —
PO — 0 5 0 (1-q)q
P(T)=1—g¢ 1—gq
« 7 = # of coin flips until first head 1-gq (1-9)°q

Another view: If you get heads first try you get Z = 1;
If you get tails you have used one try and have the same experiment left

ElZ] =q-1+ 1 -q)(1+E(Z))

Solving gives q-E[Z] =q+ (1 —q) =1 |ImpliesE[Z] = 1/q
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Example - Coin Tosses

We flip n coins, each toss independent, probability p of coming up
heads.
Z is the number of heads, what is [E(Z)?

24



Example - Coin Tosses

We flip n coins, each toss independent; heads with probability p,
Z is the number of heads whatis E[Z]?

zk P(Z = k) _Zk )Pk - pynt

N = C n! .
Z kl(n_k)'p(l v =kZi(k—1)!(n—k,)!pk(l‘p) ‘

o (- ) - e
_npkz:(k—l)!(n—k)!pk Ha-pn .
B Can we solve it more
< (-1 . 3
= ) oo P AP elegantly, please:

n-—1

-1
—nPZ(n )p(l PPV K = np(p+ (1-p))" =np-1=mp s


http://www.pngall.com/baby-png
https://creativecommons.org/licenses/by-nc/3.0/

Agenda

Random Variables
Probability Mass Function (PMF)
Cumulative Distribution Function (CDF)

* Expectation

Linearity of Expectation @
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Linearity of Expectation

Theorem. For any two random variables X and Y

. (no conditions whatsoever on the random variables)

E[X + Y] = E[X] + E[Y].

Or, more generally: For any random variables X, ..., X},
E[X; + -+ X,,] = E[X;] + - + E[X,,].

Because: E[X; + -+ X, = E[(X1+ -+ X,,—1) + X,;]
= E[Xy + - + Xp_g] + E[X,] = -

28



Linearity of Expectation - Proof

_____________________________________________________________________________________________________________________________________________________________________

Theorem. For any two random variables X and Y
(X, Y do not need to be independent)

E[X + Y] = E[X] + E[Y].

E[X +Y] = Xy P(w)X(w) +Y(w))

= Yo P(@)X(w) + X4 P(0)Y (w)
= E[X] + E[Y]

29



Using LOE to compute complicated expectations

Often boils down to the following three steps:

« Decompose: Finding the right way to decompose the random variable
into sum of simple random variables

X=X ++X,
« LOE: Apply linearity of expectation.
E[X] = E[X;] + --- + E[X,,].
« Conguer: Compute the expectation of each X;

Often, X; are indicator (0/1) random variables.



Indicator random variables - 0/1 valued

For any event A4, can define the indicator random variable X, for A

Y. — 1 ifevent A occurs P(X,=1) = P(4)
A — !
0 ifeventA doesnotoccur |P(X,=0)=1-P(4)




Example - Coin Tosses — The brute force method

We flip n coins, each one heads with probability p,
Z is the number of heads whatis E[Z]?

zk P(Z = k) _Zk )Pk - p)nk

N C n! B
Z kl(n_k)'p(l v Z;(k—l)!(n—k)!pk(l_p)nk

p L

o (- ) - e
_npkz_:(k—l)!(n—k)!pk Ha-pn .
B Can we solve it more
< (-1 . 3
= ) oo P AP elegantly, please:

n-—1

—
—nPZ(n )p(l DDk =np(p+ (1 -p)" =np-1=mp 32


http://www.pngall.com/baby-png
https://creativecommons.org/licenses/by-nc/3.0/

Computing complicated expectations

Often boils down to the following three steps:

« Decompose: Finding the right way to decompose the random variable
into sum of simple random variables

X=X ++X,
« LOE: Apply linearity of expectation.
E[X] = E[X;] + --- + E[X,,].
« Conguer: Compute the expectation of each X;

Often, X; are indicator (0/1) random variables.



Example - Coin Tosses

We flip n coins, each toss independent, comes up heads with probability p
Z is the number of heads, what is E[Z]?

7 = 1, i™" coin flip is heads
Y710, it coin flip is tails.

N

Outcome | Xy | X, | X, | 7
TTT

0 0 0 0
TTH 0 0 1 1
THT 0 1 0 1
THH 0 1 1 2
HTT 1 0 0 1
HTH 1 0 1 2
HHT 1 1 0 2
HHH 1 1 1 3



Example - Coin Tosses

We flip n coins, each toss independent, comes up heads with probability p

Z is the number of heads, what is E[Z]?

7 1, i™" coin flip is heads
- 7P, itheoinflipis tails. 0 T4 T AT T An

Linearity of Expectation:
]E[Z] Lo IE[X1+"'+Xn] . ]E[Xl]_l""+]E[Xn] =Tlp

--------------------------------------------

E[X;]]=p-1+(1—-p)-0=p
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Kandinsky

This Photo by Unknown Author is licensed under CC BY-SA-NC
“n
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Example: Returning Homeworks

* (lass with n students, randomly hand back homeworks.  All permutations

equally likely.

* Let X be the number of students who get their own HW

What is E[X]? Use linearity of expectation!

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

1/6

3,2,1

R |lo|lolkr|r

Decompose: Find the right way to

decompose the random variable into

sum of simple random variables
X=X+ -+X,

LOE: Apply linearity of expectation.
E[X] = E[X;{] + --- + E[X,,]-

37

Conqguer: Compute the expectation of each X; and sum!




Example: Returning Homeworks

* Class with n students, randomly hand back homeworks.

permutations equally likely.

* Let X be the number of students who get their own HW
What is E[X]? Use linearity of expectation!

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

1/6

3,2,1

mlolo|lRr| R

Decompose:

LOE:

Conquer:

All



Example: Returning Homeworks

* Class with n students, randomly hand back homeworks.  All
permutations equally likely.

* Let X be the number of students who get their own HW
What is E[X]? Use linearity of expectation!

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

1/6

3,2,1

mlolo|lRr| R

Decompose: What is X;?

X; = 1 iff i*" student gets own HW back
|OE: E[X] = E[X,] + - + E[X,,]

S |+

Conqguer: [E[X;] =
Therefore, E[X] =n -

=1

Sk
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Pairs with the same birthday

« Inaclass of m students, on average how many pairs of people have
the same birthday (assuming 365 equally likely birthdays)?



Pairs with the same birthday

« Inaclass of m students, on average how many pairs of people have
the same birthday (assuming 365 equally likely birthdays)?

Decompose: Indicator events involve pairs of students (i, j) fori # j
X;; = 1 iff students i and j have the same birthday

m

LOE: (2) indicator variables X;;

Conquer: E[X;;] = — so total expectation is () _ mom- airs
— t 365 P 365 730 P



Linearity of Expectation - Even stronger

~ Theorem. For any random variables X, ..., X,,, and real numbers
- aq,...,a, € R,

[E[CLle A 000 qF aan] — al]E[Xl] + .-+ an]E[Xn].
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