Chapter 5. Multiple Random Variables

5.1: Joint Discrete Distributions
Slides (Google Drive) Alex Tsun Video (YouTube)

This chapter, especially Sections 5.1-5.6, are arguably the most difficult in this entire text. They might take
more time to fully absorb, but you’ll get it, so don’t give up!

We are finally going to talk about what happens when we want the probability distribution of more than one
random variable. This will be called the joint distribution of two or more random variables. In this section,
we’ll focus on joint discrete distributions, and in the next, joint continuous distributions. We’ll also finally
prove that variance the variance of the sum of independent RVs is the sum of the variances, an important
fact that we’ve been using without proof! But first, we need to review what a Cartesian product of sets is.

5.1.1 Cartesian Products of Sets

Definition 5.1.1: Cartesian Product of Sets

Let A, B be sets. The Cartesian product of A and B is denoted:
Ax B={(a,b):a€ Abe B}

Further if A, B are finite sets, then |A x B| = |A| - |B| by the product rule of counting.

Example(s)

Write each of the following in a notation that does not involve a Cartesian product:
1. {1,2,3} x {4,5}
2. R”Z=R xR

Solution

1. Here, we have:
{1,2,3} x {4,5} = {(1,4),(1,5),(2,4),(2,5), (3,4),(3,5)}

We have each of the elements of the first set paired with each of the elements of the second set. Note
that [{1,2,3}] = 3, [{4,5}] = 2, and [{1,2,3} x {4,5}| =6.

2. This is the xzy-plane (2D space), which is denoted:

RZ=RxR={(z,9):x € R,y € R}

O


https://docs.google.com/presentation/d/1YilkLoSsEcVIJHWKhmbrdW6frA5LSxX6l_at76bYCX4/edit
https://www.youtube.com/watch?v=ZLeQmxBg958&list=PLeB45KifGiuHesi4PALNZSYZFhViVGQJK&index=20&ab_channel=5MinuteAI
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5.1.2 Joint PMFs and Expectation

We will now talk about how we can model the distribution of two or more random variables, using an example
to start.

Suppose we roll two fair 4-sided die independently, one blue and one red. Let X be the value of the blue die
and Y be the value of the red die. Note:

Qx = {1,2,3,4}
Qy = {1,2,3,4}

Then we can also consider {1x y, the joint range of X and Y. The joint range happens to be any combination
of {1,2,3,4} for both rolls. This can be written as:

QX,Y = QX X Qy

Further each of these will be equally likely (as shown in the table below):
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Above is a suitable way to write the joint probability mass function of X and Y, as it enumerates every
probability of every pair of values. If we wanted to write it as a formula, px y(z,y) =P (X =z,Y =y) for
z,y € Qx,y we have:

z,y € Qxy
0, otherwise

1
pX,Y(xay) = {16,

Note that either this piecewise function or the table above are valid ways to express the joint PMF.

Definition 5.1.2: Joint PMFs

Let X, Y be discrete random variables. The joint PMF of X and Y is:

pxy(a,b) =P (X =a,Y =)
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The joint range is the set of pairs (¢, d) that have nonzero probability:
QX,Y = {(C, d) ZpX’y(C, d) > 0} CQx x Qy

Note that the probabilities in the table must sum to 1:

Z pX,y(S,t) =1

(s,t)eQx,y

Further, note that if g : R? — R is a function, then LOTUS extends to the multidimensional case:

Elg(X, V)= > > gl@ypxy(@,y)

T€EQx YEQY

A lot of things are just the same as what we learned in Chapter 3, but extended! Note that the joint range
above Q0 x y was always a subset of 2x x {2y, and they’re not necessarily equal. Let’s see an example of this.

Back to our example of the blue and red die rolls. Again, let X be the value of the blue die and Y be
the value of the red die. Now, let U = min{X,Y} (the smaller of the two die rolls) and V = max{X,Y}
(the larger of the two die rolls). Then:

QU = {1723374}
Qv = {1,2,3,4}

because both random variables can take on any of the four values that appear on the dice (e.g., t is possible
that the minimum is 4 if we roll (4,4) and the maximum to be 1 if we roll (1,1)).

However, there is the constraint that the minimum value U is always at most the maximum value V. That is,
the joint range would not include the pair (u,v) = (4,1) for example, since the probability that the minimum
is 4 and the maximum is 1 is zero. We can write this formally as the subset of the Cartesian product subject
tou < w:

QU7V:{(u,U)€QUXQ\/:US’U}#QUXQV

This will just be all the ordered pairs of the values that can appear as U and V. Now, however these are
not equally likely, as shown in the table below. Notice that any pair (u,v) with « > v has zero probability,
as promised. We’ll explain how we got the other numbers under the table.

w1 ] 3 t
Lo Ule |20 | 1| 2
0 Vb | A1 | 2
30 0 Vb | 218
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As discussed earlier, we can’t have the case where U > V, so these are all 0. The cases where U = V occurs
when the blue and red die have the same value, each which occurs with probability of % as shown earlier. For
example, pyv(2,2) =P (U =2,V =2) = 1/16 since only one of the 16 equally likely outcomes (2,2) gives
this result. The others in which U < V each occur with probability 12—6 because it could be the red die with
the max and the blue die with the min, or the reverse. For example, py v (1,3) =P (U =1,V =3) = 2/16
because two of the 16 outcomes (1,3) and (3,1) would result in the min being 1 and the max being 3.

So for the joint PMF as a formula py vy (u,v) =P (U = «,V = v) for u,v € Qu,y we have:

2
16 wWvE€QUXQy, v>u
1

puv(u,v) =4 15, u,vE€Q xQy, v=u

1
0, otherwise

Again, the piecewise function and the table are both valid ways to express the joint PMF, and you may
choose whichever is easier for you. When the joint range is larger, it might be infeasible to use a table
though!

5.1.3 Marginal PMF's

Now suppose we didn’t care about both U and V, just U (the minimum value). That is, we wanted to solve
for the PMF py(u) = P(U = u) for u € Q. Intuitively, how would you do it? Take a look at the table
version of their joint PMF above.

You might think the answer is 7/16, but how did you get that? Well, P(U = 1) would be the sum of
the first row, since that is all the cases where U = 1. You computed

PU=1)=PU=1V=1)+P(U=1,V=24P(U=1V=3+P({U =1,V =4) = 1i6+136+126+%: 116

Mathematically, we have
P(U=u)= > PU=uV =0
vEQY
Does this look like anything we learned before? It’s just the law of total probability (intersection version)
that we derived in 2.2, as the events {V = v},cq, partition the sample space (V takes on exactly one value)!

We can refer to the table above sum each row (which corresponds to a value of u to find the probability of
that value of u occurring). That gives us the following;:

7 _
16’ u 1
5
=, u=2
_ 167
pU(u) - 3
167 u=3
1
16° (3 4

One more example with u = 4 is:

11
PU=4)=PU=4V=1D)+PU=4V=+P(U =4V =3)+P (U =4V =4) = 04040+, = 7

This brings us to the definition of marginal PMFs. The idea of these is: given a joint probability distribution,
what is the distribution of just one of them (or a subset)? We get this by marginalizing (summing) out the
other variables.
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Definition 5.1.3: Marginal PMF's

Let X,Y be discrete random variables. The marginal PMF of X is:

px(a) = Z px,v(a,b)

beQy

Similarly, the marginal PMF of Y is:

py(d) = Y pxy(c,d)

ceNx

(Extension) If Z is also a discrete random variable, then the marginal PMF of z is:

pz(z) = Z Z Px,v,2(%,Y, 2)

T€EQx YyEQy

This follows from the law of total probability, and is just like taking the sum of a row in the example above.

Now if asked for E [U] for example, we actually don’t need the joint PMF anymore. We've extracted the
pertinent information in the form of py(u), and compute E [U] = )" upy(u) normally.

We'll do more examples right after the next section!

5.1.4 Independence

We’ll now redefine independence of RVs in terms of the joint PMF. This is completely the same as the
definition we gave earlier, just with the new notation we learned.

Definition 5.1.4: Independence (DRVs)

Discrete random variables X, Y are independent, written X | Y if for all x € Qx and y € Qy:

px,y(z,y) = px(v)py (y)

Again, this just says that P(X = z,Y =y) =P (X =2)P (Y = y) for every z,y.
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Theorem 5.1.1: Check for Independence (DRVs)

Recall the joint range Qxy = {(z,y) : pxyv(z,y) > 0} C Qx x Qy is always a subset of the
Cartesian product of the individual ranges. A necessary but not sufficient condition for independence
is that Qxy = Qx x Qy. That is, if Qxy # Qx x Qy, then X and Y cannot be independent, but
if Qxy = Qx x Qy, then we have to check the condition above.

This is because if there is some (a,b) € Qx x Qy but not in Qx vy, then px y (a,b) =0 but px(a) >0
and py (b) > 0, violating independence. For example, suppose the joint PMF looks like:

X\Y 8 9 | Row Total px(z)
3 1/3 | 1/2 5/6
7 1/6 | 0 1/6
Col Total py (y) | 1/2 | 1/2 1

Also side note that the marginal distributions are named what they are, since we often write the row
and column totals in the margins. The joint range Qxy # Qx X 2y since one of the entries is 0,
and so (7,9) & Qx y but (7,9) € Qx x Qy. This immediately tells us they cannot be independent -
px(7) >0 and py(9) > 0, yet px,y(7,9) = 0.

Example(s)

Suppose X, Y are jointly distributed with joint PMF:

X\Y 6 9 Row Total
0 3/12 | 5/12 7
2 1/12 | 2/12 7
3 0 | 1/12 7
Col Total ? ? 1

1. Find the marginal probability mass functions px (z) and py (y).
2. Find E[Y].
3. Are X and Y independent?

S

. Find E [XY].

Solution

1. Actually these can be found by filling in the row and column totals, since
px(z) = ZPX,Y(%?J)a py(y) = ZPX,Y(Z‘, y)
Yy T

For example, ]P)(X = 0) = px(O) = Zyp)gy(o,y) = pX7y(O,6) —|—pX7y(0,9) = 3/12 + 5/12 = 8/12 is
the sum of the first row.

X\Y 6 9 Row Total px ()
0 3/12 | 5/12 8/12
2 1/12 | 2/12 3/12
3 0 | 1/12 1/12
Col Total py (y) | 4/12 | 8/12 1
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Hence,
8/12 z=0
px(z)=4¢3/12 x=2
112 2 =3
f4/12 y=6
pY(y){s/m y=9

2. We can actually compute E [Y] just using py now that we’ve eliminated/marginalized out X - we don’t
need the joint PMF anymore. We go back to the definition:

4 8
E[Y}:Zpr(y):6'5+9'T2:8
Y

3. X,Y are independent, if for every table entry (z,y), we have px vy (x,y) = px (2)py (y). However, notice
px,y(3,6) =0 but px(3) > 0 and py (6) > 0. Hence we found an entry where this condition isn’t true,
so they cannot be independent. This is like the comment mentioned earlier: if Qx y # Qx x Qy, they
have no chance of being independent.

4. We use the LOTUS formula:

3 ) 1 2 1
E X'Y _ E E 2 6 9 6 9 6 9
T oy

This just sums over all the entries in the table (x,y) and takes a weighted average of all values z¥
weighted by px y(z,y) =P (X =2,Y =y).

5.1.5 Variance Adds for Independent Random Variables

We will finally prove that variance adds for independent RVs. You are highly encouraged to read them
because they give practice with expectations with joint distributions and LOTUS!

If X,Y are independent random variables, denoted X | Y, then:
Var (X +Y) = Var(X) + Var (Y)
If a,b,c € R are scalars, then:
Var (aX +bY + ¢) = a*Var (X) + b*Var (V)

Note this property relies on the fact that they are independent, whereas linearity of expectation
always holds, regardless.

To prove this, we must first prove the following lemma:
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Lemma 5.1.2: Expected Value of the Product of Independent Random Variables

If X LY, then E[XY] =E[X]E[Y].

Proof of Lemma.

EXY]= > Y aypxy(z,y) [LOTUS]
reQx yey
= D wpx(@pr(y) [X LY, 50 pxy(2,9) = px(2)py (v)]
T€EQx YEQY
= > apx(@) Y ypv(y
QX yeQy
=E[X]|E[Y]
O
Proof of Variance Adds for Independent RVs. Now we have the following:
Var (X +Y)=E[(X +Y)?] - (E[X +Y])? [def of variance]
=E[X?+2XY +Y?] — (E[X] +E[Y])? [linearity of expectation]
=E[X?] +2E[XY]+E[Y?] - (E[X])? - 2E[X]E[Y] — (E[Y])? [linearity of expectation]
=E[X?] - 2 +E[Y?] —(E]Y])? +2E[XY]-2E[X]E[Y] [rearranging]
= (E [x?] - (]E [X])Q) +(E[Y?]-(E[)])?) +2EX]E[Y]-E[X]EY]) [lemma, since X 1 Y]
=Var(X)+Var(Y)+0 [def of variance]
O

5.1.6 Reproving Linearity of Expectation

Proof of Linearity of Expectation. Let X,Y be (possibly dependent) random variables. We’ll prove that
EX+Y]=E[X]+E[Y].

EX+Y]= ZZ (x +y)px,y(z,y) [LOTUS]
= szpx,y z,y) + ZZQPX,Y(JJ,Q) [split sum]
r Yy T oy
= Z$ZPX,Y(93,Z/) + ZZ/ZPX,Y(%Z/) [algebra]
z Y Y x

= Z rpx(z) + Z ypy (y) [def of marginal PMF]
x y

=E[X]+E[Y] [def of expectation]
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5.1.7

Exercises

1. Suppose we flip a fair coin three times independently. Let X be the number of heads in the first two

flips,

(a)
(b)

()
(d)
(e)

and Y be the number of heads in the last two flips (there is overlap).

What distribution do X and Y have marginally, and what are their ranges?

What is px,y(x,y)? Fill in this table below. You may want to fill in the marginal distributions
first!

What is Qx y, using your answer to (b)?
Write a formula for E [cos(XY)].
Are X,Y independent?

Solution:

(a)
(b)

Since X counts the number of heads in two independent flips of a fair coin, then X ~ Bin(n =
2,p = 0.5). Y also has this distribution! Their ranges are Qx = Qy = {0, 1, 2}.

First, fill in the marginal distributions, which should be 1/4,1/2,1/4 for the probability that
X =0, X =1, and X = 2 respectively (same for V).

First let’s start with pxy(2,2) = P(X =2,Y =2). If X = 2, that means the first two flips
must’ve been heads. If Y = 2, that means the last two flips must’ve been heads. So the probabil-
ity that X = 2,Y = 2 is the probability of the single outcome HHH, which is 1/8. Apply similar
logic for px y(0,0) =P (X = 0,Y = 0) which is the probability of TTT.

Then, px,y(0,2) =P (X =0,Y =2). If X =0 then the first two flips are tails. If Y = 2, the last
two flips are heads. This is impossible, so P(X = 0,Y = 2) = 0. Similarly, P(X =2,Y =0) =0
as well. Now use the constraints (the row totals and col totals) to fill in the rest! For example, the
first row must sum to 1/4, and we have two out of three of the entries px,y(0,0) and px y(0,2),
sopx.y(0,1)=1/4—1/8—0=1/8.

X\Y 0 1 2 | Row Total px(x)
0 1/811/8| 0 1/4
1 1/8 | 1/4 | 1/8 1/2
2 0 |1/8]1/8 1/4
Col Total py(y) | 1/4 | 1/2 | 1/4 1

From the previous part, we can see that the joint range is everything in the Cartesian product
except (072) and (270)7 S0 QX,Y = (QX X QY) \ {(072)5 (270)}
By LOTUS extended to multiple variables,

Elcos(XY)] = > cos(zy)px.y (x,y)

r Yy

No, the joint range is not equal to the Cartesian product. This immediately makes independence
impossible. The intuitive reason is that, since (0,2) ¢ Qx y for example, if we know X = 0, then
Y cannot be 2. Formally, there exists a pair (z,y) € Qx x Qy (namely (x,y) = (0,2)) such that
px,y(0,2) = 0 but px(0) > 0 and py(2) > 0. Hence, pxy(0,2) # px(0)py(2), which violates
independence.

2. Suppose radioactive particles at Area 51 are emitted at an average rate of A per second. You want to
measure how many particles are emitted, but your geiger-counter (device that measures radioactivity)
fails to record each particle independently with some small probability p. Let X be the number of
particles emitted, and Y be the number of particles observed (by your geiger-counter).
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(a) Describe the joint range 1y y using set notation.

(b) Write a formula (not a table) for px y (z,y).

(¢) Write a formula for py (y).
Solution:

(a) X ~ Poi(A) can be any nonnegative integer {0,1,2,...}, and Y must be between 0 and X. Hence,

the joint range is Qx y = {(z,y) € Z* : 0 < y < x}, where Z denotes the set of integers.

(b) We know the Poisson PMF is
A
px(z)=e )

and that the distribution of Y given X = z is binomial (Y | X = z) ~ Bin(z,1 — p). This
is because, given that X = xx particles were emitted, we observe each one independently with
probability 1 — p. Hence,

x -
PO =yl X =a) = (7)o
By the chain rule (or definition of conditional probability),

AF T
pxy(@y) =PX=2Y=9y)=PX=x)PY =y|X=2)= e_’\g . (y)(l —p)¥p*TY
for (z,y) € Qx,y.

(¢c) We are asked to find the probability that we observe Y = y particles. To make this concrete, let’s
say we want py (5) = P(Y = 5). Then there is some chance of this if X =5 (observing 100% of
particles), or X = 6, or X =7, etc. Hence, for any y € Qy,

=N (o _
py(y) = Y pxy(zy)=> e Ag : (y)(l —p)'p*Y
FIS95% =y '

That is, we sum over all cases where x > y.

3. Suppose there are N marbles in a bag, composed of r different colors. Suppose there are K; of color
1, Ky of color 2,..., K, of color r, where Y./ | K; = N. We reach in and draw n without replace-
ment. Let (X1,...,X,) be a random vector where X; is the count of how many marbles of color
i we drew. What is px, . x,(k1,...,k,) for valid values of kq,...,k,.? We say the random vector
(X1,...,X,) ~ MVHG(N,Ky,...,K,,n) has a multivariate hypergeometric distribution!

Solution:

K; K, r K,
px,. (b k) = <k1>(-]-v-)<kr> I ()

n
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