CSE 312
Foundations of Computing Il

Lecture 10: Variance and Independence of RVs



Linearity of Expectation

Theorem. For any two random variables X and Y (X, Y do not need to be independent)

E[X + Y] = E[X] + E[Y].

For any event A, can define the indicator random variable X for A
- P(Xy=1)=P) ‘

X, = {1 if event A occurs P(X,=0)=1-P(4) :

0 ifevent A does not occur B '

L) = - PCA) = p(4)



Linearity is special!
In general E[g(X)] # g(EX))

_ | +1 with prob 1/2
B8 X = {—1 with prob 1/2

Then: E[X?] # E[X]*

How DO we compute E[g(X)]?



Expected Value of g(X)

Definition. Given a discrete RV X: () — R, the expectation or expected
valueormeanofV = g(X)is

ElY] = ) g(X(@) - P(w)
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or equivalently

> 900 - px(x)
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Also known as LOTUS: “Law of the unconscious statistician

(nothing special going on in the discrete case)



Example: Expectation of g(X)

Suppose we rolled a fair, 6-sided die in a game. ey, 6

* Let X be the result of the dice roll. A= C) -\
S

You will win the cube of the number rolled in dollars, times 10.

What are your expected winnings? @ () = lex 2
3

[Q x
E[10X3] = 2 (9 P¥=¢) .
. & Y V"[“ , 1
e O] 4 e e 10 ) kg



Agenda

* Variance @
* Properties of Variance
* Independent Random Variables

* Properties of Independent Random Variables



Expected Value of X=# of heads

Each coin shows up heads half the time, but very different joint behaviors!

Two fair coins Glued coins Attached coins

P(HT) = P(TH) =0.25 P(HT) = P(TH) = 0.5 P(HH) = P(TT) = 0.4
P(HH) = P(TT) =025 P(HH) = P(TT) =0 P(HT) = P(TH) = 0.1
E[X]=12+2-2=1 E[X]=1-1=1 E[X]=1-02+2-04=1

2 4 7



Two Games z//> - ('//B N

Game 1: In every round, you win $2 with probability 1/3, lose $1 with
probability 2/3.

W, = payoff in a round of Game 1
1 5 E[Wi] =0

Game 2: In every round, you win $10 with probability 1/3, lose $5 with
probability 2/3.

W, = payoffin around of Game 2

1 2 IE[WZ]:O
P(Wz — 10) =§ ,P(WZ — —5) =§

Somehow, Game 2 has higher

. ?
Which game would you rather play: ey [,




Two Games 2/3 1/3

1 2
P(W1=2)=§;P(W1=—1):§

P(W, = 10) =5 ,P(W, = —5) ==

2/3
1/3

-5 0 +10

Same expectation, but clearly a very different distribution.
We want to capture the difference — New concept: Variance



Variance (Intuition, First Try)

P(W; =2) = ,P(W; = —1) = l 1/3
-1 0 2

New quantity (random variable): How far from the expectation?

A(W;) = Wy — E[W;]
E[A(W1)] = E[W; — E[W;]]

[(W;] — E|E[W,]]

S

E
E[W;] — E[W;]
0
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Variance (Intuition, Better Try)

P(Wy=2) =2 ,P(Wy = —1) =2 I 1/3 /
-1 0 2

A better quantity (random variable): How far from the expectation?

AW,) = (W, — E[W])?
2
pfliewy) = 1) =

P(A(W;) = 4) =

E[A(W,)] = E[((W;, — E[W;])?] = éCW;ZJ
Z) (%) =X L

1 4=
3

Wl = W]

2
3
= 2
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Variance (Intuition, Better Try)

2/3 1 2 EIW,] =
P(W, =10) = S ,P(W, = =5) = S s

ﬁl‘—,l
—I5 0 +10

A better quantity (random variable): How far from the expectation?

Poll:
A(WZ) — (WZ T ]E[WZ])Z MOm/stefano
2 E[A(W,)] = E[(W, — E[W,])?] resaros
P(A(W,) = 25) =— A. 0
e s _ 2. 2542100 B. 2013
1 — § § c
P(AW,) = 100) = 3500

= 50
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Variance 2/3

1/3
E[A] = 2
W, Lﬁ—»l

We say that I/, has “higher variance” than I//;.
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Variance

 Definition. The variance of a (discrete) RV X is

Var(X) = E[(X — E[X]?] = Xy px(x) - (x — E[X])?

‘Recall E[X]is a |
-constant, not arandom |
‘variable itself. '

Standard deviation: o (X) = ,/Var(X)

Intuition: Variance (or standard deviation) is a quantity that measures,
in expectation, how “far” the random variable is from its expectation.
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Variance - Example 1

X fair die
e PX=1)=--=PX=6)=1/6
 E|X]=23.5

Var(X) =7
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Variance - Example 1

X fair die
e PX=1)=-=PX=6)=1/6
 E|X]=23.5

Var(X) =Y, P(X = x) - (x — E[X])?

! [(1—-35)%?+(2-35?+((3-35?+(4—-35)7%+(5-3.5)%+ (6 —3.5)?]

6
2 2125 9
8[252+152+052] ET ~ 4] E~2.91677...
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Variance in Pictures

Captures how much
“spread’ there isin a pmf

All pmfs have same
expectation

o2=10
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Agenda

Variance
Properties of Variance @
ndependent Random Variables

Properties of Independent Random Variables
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Variance - Properties

 Definition. The variance of a (discrete) RV X is

Var(X) = E[(X — E[X]D?] = Xy px(x) - (x — E[X])

_____________________________________________________________________________________________________________________________________________________
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Variance @ oo e D AL
Proof: Var(X) = E[(X — IE[X])2]—-—-—-—---------------------fféf«%—féé_i_iff@l?:_'f[}ffjf}féféffééﬁét'éﬁifffff
= E[X? = X + E[X]?
= E[X?] — ZIE | X] + IE[X 1

(linearity of expectation!)

=EM]—EMF

o E[X?]and E[X]?
-are different !

_______________________________________
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Variance — Example 1

X fair die

e PX=1)=--=PX =6)=1/6

: ]E[X]=2?1

+ E[X?] ==

2
Var(X) = E[X?] — E[X]?= % _ (%)

~ 105

=—= 2.91677
36
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Variance of Indicator Random Variables

Suppose that X, is an indicator RV for event A with P(4) = p so
E[X4] = P(A) =@
Since X, only takes on values 0 and 1, we always have[w

SO m

Var(X,) = [E[Xf] — E[X,]* = E[X4],— E[X4]* = p —p* = p(1 — p)

'ﬁ — e
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In General, Var(X + Y) # Var(X) + Var(Y)

Proof by counter-example:
* LetXbearv.withpmfP(X =1)=PX =-1) =1/2

— Whatis E[X] and Var(X)? =) Im(/t)
* LetY = —X -
—Whatis E[Y] and Var(Y)? _E(AX)=€Elz2] =<
— V-~ Z)
What is Var(X + Y)? PCx+w=e) =

—

—

4
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‘

Brain Break .
, X




Agenda

Variance
Properties of Variance
ndependent Random Variables @

Properties of Independent Random Variables
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Random Variables and Independence ,
Comma is shorthand for AND

____________________________________________________________________________________________________________________________________________________________________

 Definition. Two random variables X, Y are (mutually) independent if

fOl’a”x,y, ﬁK'—ASM
PX=xY=y)=PX=x)-P(Y =y)

L —

_____________________________________________________________________________________________________________________________________________________________________

_____________________________________________________________________________________________________________________________________________________________________

Definition. The random variables X3, ..., X,, are (mutually) independent if
forall xq, ..., x,,, |

P(Xl = X1, ...,Xn — xn) — P(Xl — xl) “'P(Xn — Xn)

Note: No need to check for all subsets, but need to check for all outcomes!




Example

Let X be the number of heads in n independent coin flips of the
same coin. Let Y = X mod 2 be the parity (even/odd) of X.

Are X and Y independent?

2
f(X:K/j:Q) - ?(kjﬁ),WCZ:cﬁ
2

( ~ Poll:
VY= 7 ) el pollev.com/stefanotessaro617
< e, S =
A. Yes

B. NoO
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Example

Make 2n independent coin flips of the same coin.

Let X be the number of heads in the first n flips and Y be the
number of heads in the last n flips.

Are X and Y independent?

Poll:

pollev.com/stefanotessaro617

A. Yes
B. NoO
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Agenda

Variance
Properties of Variance
ndependent Random Variables

Properties of Independent Random Variables @
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Important Facts about Independent Random Variables

___________________________________________________________________________________________________________________________________________________

___________________________________________________________________________________________________________________________________________________

Corollary. If X{, X,, ..., X,, mutually independent,

Var (i Xl-> = zn: Var(X;)

=1 l

____________________________________________________________________________________________________________________________________________________
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(Not Covered) Proof of E[X - Y] = E[X] - E[Y]

___________________________________________________________________________________________________________________________________________________

Proof Let x;,y;,i = 1,2, ..be the possible values of X, Y.

i Y> independence
=szi'yi'P(X=xi)'P(Y=3’j)
|

=le--P(X=xi)'( Yj'P(Y=3’j))
J

l

= E[X] - E[Y]

Note: NOT true in general; see earlier example E[X?]#E[X]?




(Not Covered) Proof of Var(X 4+ Y) = Var(X) + Var(Y)

___________________________________________________________________________________________________________________________________________________

Proof Var(X +Y)

= E[(X +Y)?] — (E[X + Y])? _—  linearity

= E[X? + 2XY + Y?] — (E[X] + E[Y]D?

= E[X?] + 2 E[XY] + E[Y?] — (E[X]? + 2 E[X] E[Y] + E[Y]?)
= E[X?] — E[X]? + E[Y?] — E[Y]? + 2 E[XY] — 2 E[X] E[Y]
= Var(X) + Var(Y) + 2 E[XY] — 2 E[X] E[Y]

N—"

equal by independence

=Var(X) + Var(Y)
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Example - Coin Tosses

We flip n independent coins, each one heads with probability p

1, it outcome is heads - Fact.Z=)Y..X;,
- X; = h . e e
0, i** outcome is tails. e
- Z = number of heads P(X; =1) =p
PX;=0)=1—1p

Whatis E[Z]2 Whatis Var(2)? o i




