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MACHINE LEARNING IN THE REAL WORLD
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From Wikipedia: “Machine learning is the study of computer
algorithms that improve automatically through experience.”



{OU ARE A MACHINE!

Number Shape “Label”
3 12
5 15
2 8
7 21
4 297

Given examples with correct “labels”, make predictions!



{OU ARE A MACHINE!

Number Shape “Label”
3 12
5 15
2 -8
7 21
4 16

Given examples with correct “labels”, make predictions!
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SPAM HILTER

- Inreal life, you may have seen a lot of spam emails like this.

- Building a good spam filter helps protect users from potential scams,

unnecessary advertising, or malware links.

=] googleteam GOOGLE LOTTERY WINNER! CONTA

a ||

Good day spam x

Mr. Tom Hook <tomhook230@outlook.com> Jan 1 - -
to |~

Be careful with this message. It contains content that's typically used to steal personal

information. Learn more
Report this suspicious message lgnore, | trust this message

Tom HookCan we invest in your country.My name is Mr.Tom Hook a banker here; there is
an unfinished business transaction in my branch. This is a business that will profit both of
us, if you are interested get back to me for more details please because the money needs to
invest outside my country. | wait for your quick response

From: googleteam To:
Subject: GOOGLE LOTTERY WINNER! CONTACT YOUR AGENT TO CLAIM YOUR PRIZE.

GOOGLE LOTTERY INTERNATIONAL

INTERNATIONAL PROMOTION / PRIZE AWARD .

(WE ENCOURAGE GLOBALIZATION)

FROM: THE LOTTERY COORDINATOR,

GOOGLE B.V. 44 9459 PE.

RESULTS FOR CATEGORY "A" DRAWS

Congratulations to you as we bring to your notice, the results of the First Ca
inform you that your email address have emerged a winner of One Million (1.(
money of Two Million (2,000,000.00) Euro shared among the 2 winners in this
email addresses of individuals and companies from Africa, America, Asia, AL
CONGRATULATIONS!

Your fund is now deposited with the paying Bank. In your best interest to avo
award strictly from public notice until the process of transferring your claims
NOTE: to file for your claim, please contact the claim department below on e

B e e e e



EVALUATING PERFORMANICE

Training Set Test Set
Email Label Email Label
Buy Valium! Spam You buy valium! Spam
You good? Ham You need valium sir. Spam
Valium help you. Spam | hope you are healthy. Ham
Good Valium help. Spam

| need Valium for my health condition. | Ham

We “train” our spam filter on the training set, and evaluate performance using a test set (data that
is unseen by the spam filter initially). This gives an unbiased estimate of performance.



SPAM FILTER TASK

Predict whether this
email is spam or ham:

Training Set
Email Label
Buy Valium! Spam
You good? Ham
Valium help you. Spam
Good Valium help. Spam
| need Valium for my health condition. | Ham

You buy Valium!




EMALLS AS WORD COLLECTION

Email Set of Words in the Email

SUBJECT: Top Secret Business Venture {top, secret, business, venture, dear, sir,
first, I, must, solicit, your, confidence, in,

Dear Sir. First, | must solicit your this, transaction, is, by, virtue, of, its,

confidence in this transaction, this is by nature, as, being, utterly, confidencial, and}

virtue of its nature as being utterly

confidential and top secret...

For simplicity, we will

® TIgnore Duplicate Words
® Ignore Punctuation

® Ignore Casing



EMALLS AS WORD COLLECTION

Email Set of Words in the Email

SUBJECT: Top Secret Business Venture {top, secret, business, venture, dear, sir,
first, I, must, solicit, your, confidence, in,

Dear Sir. First, | must solicit your this, transaction, is, by, virtue, of, its,

confidence in this transaction, this is by nature, as, being, utterly, confidencial, and}

virtue of its nature as being utterly

confidential and top secret...

Hello hello hello there. {hello, there}

For simplicity, we will

® TIgnore Duplicate Words
® Ignore Punctuation

® Ignore Casing



EMALLS AS WORD COLLECTION

Email Set of Words in the Email

SUBJECT: Top Secret Business Venture {top, secret, business, venture, dear, sir,
first, I, must, solicit, your, confidence, in,

Dear Sir. First, | must solicit your this, transaction, is, by, virtue, of, its,

confidence in this transaction, this is by nature, as, being, utterly, confidencial, and}

virtue of its nature as being utterly

confidential and top secret...

Hello hello hello there. {hello, there}

You buy Valium! {you, buy, valium}
For simplicity, we will
® TIgnore Duplicate Words

® TIgnore Punctuation
® Ignore Casing



QUR APPROACH

Compute and Compare:
P(spam | "You buy Valium!") P(ham | "You buy Valium!")

Then predict whichever 1is larger! Can we get away with just
computing one of them?



QUR APPROACH

Compute and Compare:
P(spam | "You buy Valium!") P(ham | "You buy Valium!")

Then predict whichever 1is larger! Can we get away with just
computing one of them?

Equivalently, note that these add to 1, so we can just compute
P(spam | "You buy Valium!")

and if it is greater than 0.5, then we predict spam.

Otherwise, we predict ham.

Note: We resolve the tie in favor of ham.



NATVE BAYES CLASSIFIER - THE BAYES PART

P(B| A) P(A)
P(B)

Bayes Theorem: P(A | B) —

Apply it to our example:

P("You buy Valium!"| spam)P(spam)
P("You buy Valium!")

P(spam | "You buy Valium!") =



NATVE BAYES CLASSIFIER - WHAT WE CALCULATE

P("You buy Valium!"| spam)P(spam)
P("You buy Valium!")

P(spam | "You buy Valium!") =



NATVE BAYES CLASSIFIER - WHAT WE CALCULATE

P("You buy Valium!"| spam)P(spam)
P("You buy Valium!")

P(spam | "You buy Valium!") =

B P({"you","buy","valium"}| spam) P(spam) [LTP]
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)




NATVE BAYES CLASSIFIER - WHAT WE CALCULATE

P("You buy Valium!"| spam)P(spam)
P("You buy Valium!")

P(spam | "You buy Valium!") =

B P({"you","buy","valium"}| spam) IP(spam) [LTP]
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

total spam emails (in training set) total ham emails (in training set)

P(spam) = P(ham) =

total emails (in training set) total emails (in training set)

(our approximation for these probabilities,
based on the training set)



NATVE BAYES CLASSIFIER - THE NAIVE PART

It is somewhat unlikely that we have the email ”You buy
Valium!” 1in our training data. (In this case we don’t!)



NATVE BAYES CLASSIFIER - THE NAIVE PART

It is somewhat unlikely that we have the email ”You buy
Valium!” 1in our training data. (In this case we don’t!)

We naively assume that words are conditionally independent
from each other, given the label (In reality, they aren’t):




NATVE BAYES CLASSIFIER - THE NAIVE PART

It is somewhat unlikely that we have the email ”You buy
Valium!” 1in our training data. (In this case we don’t!)

We naively assume that words are conditionally independent
from each other, given the label (In reality, they aren’t):

P({"you", "buy", "valium"}| spam)
~ P("you" | spam)P("buy" | spam)P("valium"| spam)




NATVE BAYES CLASSIFIER - THE NAIVE PART

It is somewhat unlikely that we have the email ”You buy
Valium!” 1in our training data. (In this case we don’t!)

We naively assume that words are conditionally -independent
from each other, given the label (In reality, they aren’t):

P({"you", "buy", "valium"}| spam)
~ P("you" | spam)P("buy" | spam)P("valium"| spam)

Then we estimate for example that
number of spam emails containing “you” (in training set)

number of spam emails (in training set)

P(“you” | spam) =



WHY IS THIS NATVE]

Consider for example the following two emails:

“!1!1Lunch free for You!!!!!?” \Soékv

“You free for lunch?” A@””



WHY IS THIS NATVE]

Consider for example the following two emails:

“!1!1Lunch free for You!!!!!?” \Soékv
“You free for lunch?” A@”b

One shortfalling of our model is that it will make the same
prediction for these since they have the same set of words!



[XAMH[ P(spam | "You buy Valium!")

B P({"you","buy","valium"}| spam) IP(spam)
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)
P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email Label IP’(spam) _ IP’(ham) —
Buy Valium! Spam
You good? Ham
Valium help you. Spam
P("you" | spam) = P("you" | ham) =

Good Valium help. Spam
P("buy" | spam) = - P(“buy” | ham) =
| need Valium formy = Ham ( Y ‘ P ) ( Y | )

health condition. P("valium" | spam) = P("valium" | ham) =




[XAMH[ P(spam | "You buy Valium!")

B P({"you","buy","valium"}| spam) IP(spam)
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

- e P(spam) = 3 P(ham) = 2
Buy Valium! Spam

You good? Ham

Valium help you. Spam

Good Valium help. | Spam P("you" | spam) = % P("you" | ham) = %

| need Valium for my | Ham P("buy" [ spam) = - P(“buy” | ham) =

health condition. P("valium" | spam) = P("valium" | ham) =




[XAMH[ P(spam | "You buy Valium!")

B P({"you","buy","valium"}| spam) IP(spam)
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)
P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email Label 3 2
P(spam) = T P(ham) = B

Buy Valium! Spam

You good? Ham

Valium help you. Spam . .
P("you" | spam) = —~ P("you" | ham) = =

Good Valium help. | Spam ("you" | spam) il” ("you"| ) 2 gl
IP) nbu n spam) = = IP) ubu ” h‘clln — O il '

| need Valium for my | Ham ( y ‘ P ) 3 ( y' ) )

health condition. P("valium" | spam) = 1 P("valium" | ham) = %



[XAMH[ P(spam | "You buy Valium!")

B P({"you","buy","valium"}| spam) IP(spam)
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)
P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email Label 3 2
P(spam) = T P(ham) = B

Buy Valium! Spam

You good? Ham

Valium help you. Spam . .
P("you" | spam) = 5 P("you" | ham) 5 =

Good Valium help. Spam "y | spam) i1’> ("y | ) 2 gV [
IP) nbu n spam) = = IP) ubu b} h‘clln L O ool '

| need Valium for my | Ham ( y ‘ P ) 3 ( Y | ) )

health condition. P("valium" | spam) =1 P("valium" | ham) = %



LIAMPLE P(spam | "You buy Valium!")

B P({"you","buy","valium"}| spam) IP(spam)
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

P("you"|spam)P("buy" [spam)P("valium'|spam)P(spam) + P("y S e P 1)

Email Label 3 )
Buy Valium! Spam P(Spam) 5 P(ham) =z
You good? Ham

Valium help you. Spam |
Good Valium help. Spam P("YOU" | Spam) = P("you" | ham) <1

| need Valium for my | Ham

1

3 3
P("buy" | spam) = % P(“buy” | ham) =0 %
health condition. P("valium" | spam) = 1

P("valium" | ham) = %




LIAMPLE P(spam | "You buy Valium!")

B P({"you","buy","valium"}| spam) IP(spam)
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

P("you"|spam)P("buy" [spam)P("valium'|spam)P(spam) + P("y S e P 1)
=1

Email Label 3 )
Buy Valium! Spam P(Spam) 5 P(ham) =z
You good? Ham

Valium help you. Spam |
Good Valium help. Spam P("YOU" | Spam) = P("you" | ham) <1

| need Valium for my | Ham

1

3 3
P("buy" | spam) = % P(“buy” | ham) =0 %
health condition. P("valium" | spam) = 1

P("valium" | ham) = %




LIAMPLE P(spam | "You buy Valium!")

B P({"you","buy","valium"}| spam) IP(spam)
~ P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

P("you"|spam)P("buy"|spam)P("valium’|spam)P(spam)+P("y . ' am)
= 1 (Marked as spam since no ham email contained “buy

Email Label IP’(spam) _ % P(ham) _ %
Buy Valium! Spam
You good? Ham

Valium help you. Spam
I[D(nyoun | spam) — IED(“YOU" | ham) _| %

1

] 3
P("buy" | spam) = % P(“buy” | ham) =0 %

1

Good Valium help. Spam

| need Valium for my | Ham

health condition. P("valium" | spam) = P("valium" | ham) = %




WHAT HAPPENS TF WE GOT A 07

P(“You buy Valium!” | ham) = 0 since P(“ouy”| ham) = 0, since no ham email in our
training data contained the word ‘buy’.

But does that mean we will never encounter a ham email with word ‘buy’?

What about the ham:
“I'll buy sunflowers”



LAPLACE SMOOTHING

Pretend in spam emails (training set):

e We saw one exira spam email with word w;
e We saw one exira spam email without word W



LAPLACE SMOOTHING

Pretend in spam emails (training set):

e We saw one exira spam email with word w;
e We saw one exira spam email without word W

|total spam emails (training set) containing w; |—+—1

P(w; | spam) =

ltotal spam emails (training set)'—l—z



LAPLACE SMOOTHING

Pretend in spam emails (training set):

e We saw one exira spam email with word w;
e We saw one exira spam email without word W

Same for ham emails.

|total spam emails (training set) containing w; |—+—1

P(w; | spam) =

ltotal spam emails (training set)'—l—z

|tota1 ham emails (training set) containing w; |+1

P(w; | ham) =

|tota1 ham emails (training set)|+2



LAPLACE SMOOTHING

Pretend in spam emails (training set):

e We saw one exira spam email with word w;
e We saw one exira spam email without word W

Same for ham emails.

|total spam emails (training set) containing w; |—+—1

P(w; | spam) = total spam emails (training set)|+2
Itotal ham emails (training set) containing w; |+1
P(wz am) |total ham emails (training Set)|+2
0+1 1
P(“buy” | ham) = —— = —

242 4



[XAMH[ P(spam | "You buy Valium!")

P({"you","buy","valium"}| spam) IP(spam)

- P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email

Buy Valium!

You good?

Valium help you.
Good Valium help.

| need Valium for my
health condition.

Label
Spam
Ham

Spam
Spam

Ham

P(spam) =
P(“you” | spam) =
P(“buy” | spam) =

P("valium" | spam) =

3
5

_ 2
P(ham) = <
P(“you” | ham) =
. 0+1
P(“buy” | ham) = 55 1 5

P("valium" | ham) =

1



[XAMH[ P(spam | "You buy Valium!")

P({"you","buy","valium"}| spam) IP(spam)

- P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

- P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email

Buy Valium!

You good?
Valium help you.
Good Valium help.

| need Valium for my
health condition.

Label
Spam
Ham

Spam
Spam

Ham

P(spam) =
P(“you” | spam) =
P(“buy” | spam) =

P("valium" | spam) =

3
5
1

— 2
P(ham) = <
P(“you” | ham) = 7;1
72 O
P(“buy” | ham) = 55

P("valium" | ham) =



[XAMH[ P(spam | "You buy Valium!")

P({"you","buy","valium"}| spam) IP(spam)

- P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

- P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email

Buy Valium!

You good?
Valium help you.
Good Valium help.

| need Valium for my
health condition.

Label
Spam
Ham

Spam
Spam

Ham

— 3
P(spam) = ¢
I1+1
P( ” e _
(“you” | spam) 512
I+1
P(“buv”’ . _
(“buy” | spam) =
3+1

P("valium" | spam) = —— =
("valium" | spam) 312

P(“buy” | ham) = ——

1+

P("valium" | ham) = ——

+ 2

2

1



[XAMH[ P(spam | "You buy Valium!")

P({"you","buy","valium"}| spam) IP(spam)

- P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

- P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email

Buy Valium!

You good?
Valium help you.
Good Valium help.

| need Valium for my
health condition.

Label
Spam
Ham

Spam
Spam

Ham

2.2.4.3
_ 5 5 5 5
2 2 4 3 1 1 1
5'5°5° 572 1°2°5
P(spam) = 2
5
1+1
P(“you” | spam) = ——
(Yyou” | spam) = 2——
141
P(“buy” | spam) = ——
(“buy” | spam) = =——
1
P("valium" | spam) = 2%

1
2

~ 0.7544
_ 2
P(ham) = <
2 P(“vou” | hs — 1+1 —
- (“you” | ham) 512
2 . 0+1
- P(“buy” | ham) = 55 1 5
1+
g P("valium” | ham) = 5~



[XAMH[ P(spam | "You buy Valium!")

P({"you","buy","valium"}| spam) IP(spam)

- P({"you","buy","valium"}| spam) P(spam) + P({"you","buy","valium"}| ham) P(ham)

P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)

- P("you"|spam)P("buy"|spam)P("valium"|spam)P(spam)+P("you"|lham)P("buy" lham)P("valium"|lham)P(ham)

Email

Buy Valium!

You good?
Valium help you.
Good Valium help.

| need Valium for my
health condition.

Label
Spam
Ham

Spam
Spam

Ham

2.2, 4.3
_ 555 5
2. 2.4 .3, 1. 1. 1
5'5°5° 572 1°2°5
P(spam) = 2
5
1+1
P(“you” | spam) = ——
(Yyou” | spam) = 2——
1+1
P(“buy” | spam) = ——
(“buy” | spam) = =——
1
P("valium" | spam) = 2%

0.7544
P(ham) = 2
o}
2 P( Ry — 1 + 1 —
- (“you” | ham) 510
2 : 0+1
- P(“buy” | ham) = 2—12
1+

P("valium" | ham) = ——

2+

1
2



UNDERFLOW PREVENTION

- Multiplication of many probabilities, each of which will be between 0 and 1,
can result in floating-point underflow. The product will be too small and will
result in arithmetic underflow.



UNDERFLOW PREVENTION

- Multiplication of many probabilities, each of which will be between 0 and 1,
can result in floating-point underflow. The product will be too small and will
result in arithmetic underflow.

- Reminder: Log property:

log(zy) = log(z) + log(y)



UNDERFLOW PREVENTION

- Multiplication of many probabilities, each of which will be between 0 and 1,
can result in floating-point underflow. The product will be too small and will
result in arithmetic underflow.

- Reminder: Log property:
log(zy) = log(z) + log(y)

- Summing logs of probabilities is better than multiplying probabilities

log ([iy pi) = log(pipa- . .pn) = log(p1) + log(pa)+. .. +log(pn)
= Z?:l log(pz-)



APPLYING UNDERFLOW PREVENTION

P({wy ,wy,...,wy, }| spam) P(spam)

P(Spam [ {wl » W25 e e ’wn}) = P({w) ,w3,...,w, }| spam) P(spam)-+P({wy,ws,...,w, }| ham) P(ham)

P({wy,wa,...,w, }| ham) P(ham)

P(ham l {wl ) W2y e e ’wn}) ~ P({w; ,wy,...,w, }| spam) P(spam)- P({w,ws,...,w, }| ham) P(ham)

We will output spam iff:

P(Spanl | {ﬂ)l, wa, . .. 7wn}) > P(hanl | {wh wz, - - . 7wn})



APPLYING UNDERFLOW PREVENTION

P({wy ,wy,...,wy, }| spam) P(spam)
P({w) ,w3,...,w, }| spam) P(spam)-+P({wy,ws,...,w, }| ham) P(ham)

P(spam | {wy,ws,...,wp}) =

P({wy,wa,...,w, }| ham) P(ham)
P({w; ;w2,...,wy, }| spam) P(spam)- P({wy,wz,...,w, }| ham) P(ham)

P(ham | {wy,ws,...,w,}) =~

We will output spam iff:

Denominators are

equal and cancel
— P({wi,ws,...,w,} | spam)P(spam) > P({wy,ws, ..., w,} | ham)P(ham) when comparing

P(Spanl | {U)l, wa, . .. 7wn}) > P(hanl | {wla wz, - - . 7wn})



APPLYING UNDERFLOW PREVENTION

. P({wy,w2,...,w, }| spam) P(spam)
P(Spam [ {wl » W2y e e ’wn}) ~ P({w) ,w3,...,w, }| spam) P(spam)-+P({wy,ws,...,w, }| ham) P(ham)

» P({wy,wa,...,w, }| ham) P(ham)
P(ham | {wl ) W2y e e ’wn}) ~ P({w; ,wy,...,w, }| spam) P(spam)- P({w,ws,...,w, }| ham) P(ham)

We will output spam iff:

P(Sp&ﬂl | {wl, wa, ... 7wn}) > P(hanl | {w17 wz, - - . 7wn})

— P({wi,ws,...,w,} | spam)P(spam) > P({wy,ws, ..., w,} | ham)P(ham)

<= P(wy | spam)P(wsy | spam) - - - P(w,, | spam)P(spam) > P(wy | ham)P(wy | ham)

++P(wy | ham)P(ham)



APPLYING UNDERFLOW PREVENTION

. P({wy,w2,...,w, }| spam) P(spam)
P(Spam l {wl » W2y e e ’wn}) ~ P({w) ,w3,...,w, }| spam) P(spam)-+P({wy,ws,...,w, }| ham) P(ham)

» P({wy,wa,...,w, }| ham) P(ham)
P(ham l {wl ) W2y e e ’wn}) ~ P({w; ,wy,...,w, }| spam) P(spam)- P({w,ws,...,w, }| ham) P(ham)

We will output spam iff:
P(Sp&ﬂl | {wl, wa, ... 7wn}) > P(hanl | {w17 wz, - - . 7wn})
< P{wy,ws,...,w,} | spam)P(spam) > P({wy, ws, ..., w,} | ham)P(ham)
<= P(wy | spam)P(wsy | spam) - - - P(w,, | spam)P(spam) > P(wy | ham)P(wg | ham) - - - P(w,, | ham)P(ham)

Taking the log of two sides:

= log(lP’(spam))—i-zn: log(P(w; | spam) > log(IP(ham))—FZn: log(P(w; | ham)
i=1 i=1



SUMMARY: NATVE BAYES ALGORITHM STEPS

TRAINING
1.1. Compute the proportion of emails in the training set that is spam or ham:
total spam emails (in training set total ham emails (in training set)
P(spam) = i (in training set) P(ham) = ——
total emails (in training set) total emails (in training set)

1.2. lterate over the training set, for each unique word X, count:
e How many spam emails in the training set contain x
e How many ham emails in the training set contain x



SUMMARY: NATVE BAYES ALGORITHM STEPS

TRAINING
1.1. Compute the proportion of emails in the training set that is spam or ham:
total spam emails (in training set total ham emails (in training set)
P(spam) = i ( gseb P(ham) = ——
total emails (in training set) total emails (in training set)

1.2. lterate over the training set, for each unique word X, count:
e How many spam emails in the training set contain x
e How many ham emails in the training set contain x

@ TESTING

Iterate over the test set, for each unlabelled email D:
e Create a set S of n unique words appearing in D:{w1, w2, ..., wn}
e For each word w; in set S, calculate:

|tota1 ham emails (training set) containing w; |+1

|tota1 spam emails (training set) containing w; |+1 P ( w | h'IIIl) _
)i ¢ =

P(w; | spam) = : —
( i | pa ) |tota1 spam emails (training set)‘+2 |t0tal ham emails (training set)|+2

o Note: If word w; doesn’t appear in the training set, we still calculate the above probabilities, with:
|total spam emails (training set) containing w; | = ‘total ham emails (training set) containing wi| =0

o If log(P(spam)) + Y0, log(P(w; | spam)) > log(P(ham)) + 37", log(P(w; | ham))
Predict email D as spam
Otherwise, predict email D as ham






