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So far, a single-shot random process

Random Outcome Today:
Process -> | Distribution See a very special type of DTSP
D called Markov Chains

Many-step random process

Random Outcome | 3 Random Outcome | 3 Random Outcome
Distribution Distribution Distribution
Process 1> s Process2—> 5 Process3 - s
1 2 3

Defmltlon A discrete-time stochastic process (DTSP) is a sequence of
“random variables X(®, x(1.x®) wher@s the value at time t.
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Special Property: The random process at each step is the same!
=0 / r=b

For ANY.t = 0,

if | was(workingxt time t, then at t+1

with probability 0.4 | continue working

with probability 0.6, | move to surfing, and

with probability?j move to emailing

This is called History Independent (similar to memoryless)3




A boring day in pandemic
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Many interesting questions?

What is the probability that | work at time 12

2. JWhat is the probability that | work at time 2?

[ o oL &b
—

3. What s the probability that | work at time t=100?

4. What is the probability that | work at time t — o0?
Does it always converge?
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Formalizing Markov Chain

mﬁt_a@t xtUmy state at t+1

(Pwe = PXCD =E| X' =W) =0

b

peg = PXED = F| Xt =E) =05

1. What is the probability that | work at time 1? pIE;) =PXW =w)
2. What is the probability thatiwork at time 22 p[%) =P(X® =w) 5
g -
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Formalizing Markov Chain

X® my state at t X1 my state at t+1
0.4
Work Work
.6
: 0
pWE:P(X(t+1):Elxt:W):0 / .
Surf 06 Surf

pgg = PXTY =E | Xt =E) =05

3. What is the prob that | work at t+1=1002  Email 05 Email
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Vectors and Matrixes
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Vectors and Matrixes
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Transition Matrix ; n
@‘ny state at t X1 my state at t+1
) 0.4

Work Work

0.6

Surf

Surf

P
a

Email

MS=
V.J

Email
_ (At t t () ( -
XO)= (p® pé) p,g)) e @X CY Y e ) +><C)£a7?/}

By LTP: p(*) = P(X*D = W) = Sycps.ey PXETD = W X® = 1) PXO =)
> xt+t) — y@O p

—
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Transition Matrix x® xt+1

0.4
P=11 6 .3 6
5 0 5 0
t) — (,.(0) () ) .
X0 = (Dw bs ™ Pg ) =W Surf 0-6 Surf

]
X LTP: @ P(xtD = w) g
= Zyewsp P(XED = w|XO =) P(X(t) = U)

> KE=(xO'p

(t+1) _ (t+1) & _@© _@® o !
pS pE )_(p PS PE ) (1 6 3)
= — 5 0 .5

L | | o
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P,,\)&U(A’Ps*w + Fg.o0.C

“Email 0.5 Email




Transition Matrix x® yt+1

0.4
4 6 0 ol o-b 0 Work Work
P=|1 6 3| |l °b.o 6
.5 0 .5 0.C, 0,9 0
&) — () _(@® (t) :
X (pw’ Dg ) Surf 0-6 Surf

LTP: p{t*D = p(x&+D) = )
= Lye(w,s,E} P(X(Hl) = W| X® =) PX® =0)

Email 8-5 Email
X (t+1) — (&) p~ 4
N 3. What is the prob that | work at t = 100?
d (t)/= x(©) pt o
>X=X /TP Closed formula: p{y) = X®O[1] = (x© Pt [1]
XUB ><[D> p 1
><[}) X U(O) P) ? B {0)\ £ 2



Transition Matrix x® yt+1
0.4
4 6 0 Work Work
P=|l1 6 .3 .6
5 0 5 0
X® = (p\gvt) pfgt) plg“t)) Surf . 06 Surf

LTP: pU*H = p(xt+D) = w)

= Lye(w,s,E} P(X(Hl) = W| X® =) PX® =0)

Email 85 Email
> xt+D) = xO p
4. What is the probability that | work at time t - o0?
> x@® = x() pt Does it always converge?
Poll: A. Yes it converges (orderly universe)
B. No, it does not converge (anarchic universe)



Stationary Distribution x® yt+1

0.4
4 6 0 Work Work
P=1l1 .6 .3 6
5 0 5 0
t) — (.,.(t) () ) -
X = (py Ps PE ) Surf 0:6 Surf

LTP: pU*H = p(xt+D) = w)

= Zyew.sp P(XEHD = w[X® = U) PX® =U) . » .
Email 05 Email

> xt+t) — (O p

4. What is the probability that | work at time t - o0?
> x@® = x() pt Does it always converge?

=> Ast — oo, ﬁii)the stationary distribution a



(t1)
Solving for Stationary Distribution X - @ 19 b >
/ /
4 6 0 .
P=<.1 .6 .3)
S5 0 .5

LTP: p{t*D = p(x&+D) = )
= Zyew.sp P(XEHD = w[X® = U) PX® =U)

Stationary Distribution

> xED = x© p Leld- o)y = (1w (e K \D |
> x® = x©) pt (W03, 0C=3, ALY

2> Ast - oo, @the stationar distrf;butio y
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General Markov Chain

Asetof n states {1, 2,3, ... n} L w.se]

The state at time t X(©) &

A transition matrix P, dimensionn X n
P[i,j] = Pr(X“*D = j| X® =)
Transition: LTP @' == X = x(0) pt

.

A stationary distribution 7 is the solution to:
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n_= P, normalized so that Z;epym[i] =1




The Fundamental Theorem of Markov Chain

If a Markov Chain is Irreducible and aperiodic, then it has a
unique stationary dIStI‘lbUtlon @

Moreover, t—>00f0ralll] (Pi,Pz/ -, b >
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