JOINT DISTRIBUTIONS



JOINT DISTRIBUTIONS

® Given all of 1its user’s ratings for different movies and
any preferences you have expressed, NEEflFE® wants to
recommend a new movie for you.

® Given a bunch of medical data correlating symptoms and
personal history with diseases, gpredictpwhatgispailingna
person with a particular medical history and set of
symptoms.

® Given current traffic, pedestrian locations, weather,
lights, etc, decide whether self-driving car should slow
down or come to a stop?



).1 JOINT DISCRETE DISTRIBUTIONS



AGENDA

o [ARTESTAN PRODUCTS OF SETS
® JOINT PMS AND LXPECTATION
® [ARGINAL PMIS



CARTESTAN PRODUCT OF SETS

Cartesian Product: Let A, B be sets. The Cartesian product of A and B is denoted

AXB ={(a,b):a€ADbEe B}

A small example:
{1,2,3} x {4,5} = {(1,4), (1,5), (24), (2,5), (3,4), (3,5)}
Another example: The.xy-plane (2D space) is denoted

R? = %):%= {(x,y):x € R,y € R)}

If A, B are finite sets, then |4 X FI =.|A| - |B| by the product rule of counting.



EXAMPLE: (WMNIE M-o'ded dice
s pendan
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Let X be the value of the blue die, and ¥ the value Pr (=35, v-,a).,‘,x ?,3)
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EXAMPLE:WETRD DICE AGAIN

Suppose I roll two fair 4-sided die
Let X be the value of the blue die, and Y the value
of the red die. Specify

¢ WEREE
(»xym,f==ru,><xzy i
| VA T N VA L A VA L R A

Specify the joint PMF pyy(x,y) = P(X = x,Y = y)
| Ule | Ulb | b

for x,y € Qxy.
1716, xyey | @) 1 | 1 | 1| 1
b | L Ul U

Pxy(x,y) = {

0, otherwise




JOINT PMES AND EXPECTATION

Joint PMFs: Let X,Y be discrete random variables. The joint PMF of X and Y is

pxy(a,b) =P(X =a,Y =b)
The joint range is 1

Qxy = {(c,d)ipxy(c,d) > 0} € Oy x Qy
Note that - T——
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EXAMPLE:WETRD DICE AGAIN (32)=0
Pw ‘)

Suppose I roll two fair 4-sided die independently.
Let X be the value of the blue die, and Y the value “?"( = 3 M;\
of the red die. Let U = min {X,Y} and V = max {X,Y}. -

Qy = {1,2,3,4} Qy = {1,2,3,4}

QU,V — {(u,v) € ‘Q‘U X 'O‘V: u=< 17} e QU X.Q.V

Specify the joint PMF pyy(u,v) = P(U = u,V =v)
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EXAMPLE: WEIRD DICE AGAIN

Suppose I roll two fair 4-sided die independently.
Let X be the value of the blue die, and Y the value
of the red die. Let U = min {X,Y} and V = max {X,Y}.

Qy =1{1,2,3,4} Qy ={1,2,3,4}
W1 ] 3 |
Q'U,V = {(u,v) ENyXOy: u< U} # Qy X Oy
VLI AT S R VAL S R AAL
Specify the joint PMF pyy(u,v) = P(U = u,V = v)

1

for u,v € Quy: ) 0 1/1 | )14 16
3
|

2/16, u,v € Qy X Qy, v>u
0, otherwise

| | 1716 2/
| | | 114
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EXAMPLE:WETRD DICE AGAIN i :

Suppose I roll two fair 4-sided die independently.
Let X be the value of the blue die, and Y the value

of the red die. Let U = min {X,Y} and V = max {X,Y}.

What is py(u) for u € Qy? ! 3 |
6 | 206 I
u=1 V16| I 2
pu(u) = = 0|
%= o L

\




oo

EXAMPLE:WETRD DICE AGAIN

Suppose I roll two fair 4-sided die independently.
Let X be the value of the blue die, and Y the value
of the red die. Let U = min {X,Y} and V = max {X,Y}.

What is py(u) for u € Qy? l*
N
7/16, u =1 /1
py(u) = {g;;g n=? )
1714

/“ 1/16, u=4
™M | ?‘\{‘ 3\,
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EXAMPLE:WETRD DICE AGAIN

Suppose I roll two fair 4-sided die independently.
Let X be the value of the blue die, and Y the value
of the red die. Let U = min {X,Y} and V = max {X,Y}.

E,( UV"\)"/?- w1 )
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e fqe e ] o
w?(“* N=v) ) e\
whov 3 0 [ 0 ]
3(“\‘)‘_/“& Voo oo |0 |

0



JOINT PMES AND EXPECTATION

Joint PMFs: Let X,Y be discrete random variables. The joint PMF of X and Y is

pxy(a,b) =P(X =a,Y =b)
The joint range is

Qx,y = {(C, d):px’y(c, d) > 0} c Qx X Qy

Y sty =1

(S,t)Eﬂx’y

Note that

If g:R? - R is a function, then

Elg V)] =) ) gt ypay(xy)
x Yy



MARGINAL PMES

Marginal PMFs: Let X,Y be discrete random variables. The marginal PMF of X is

p(@ 5 . purab) |

i, T
?‘V‘J") be(h=2, V=+)
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MARGINAL PMES

Marginal PMFs: Let X,Y be discrete random variables. The marginal PMF of X is

px(a) = Z pxy(a,b)

belly

Similarly, the marginal PMF of Y is

pr(d) = ) pry(c,d)

CcEQy




MARGINAL PMES

Marginal PMFs: Let X,Y be discrete random variables. The marginal PMF of X is

px(a) = Z pxy(a,b)

beQy

Similarly, the marginal PMF of Y is

py(d) = Z pxy(c,d)

cEQyx

(Extension) If Z is also a discrete random variable, then the marginal PMF of Z is

@ =3 Y prray.)
xEQy yEQy l"
Z':‘L ?(\ y\:.s’ Ys\s)z.’:'




[NDEPENDENCE

Independence (DRVs): Discrete random variables X, Y are independent, written X 1Y,
if forall x € Qy and y € Qy,

>

P
| Px,y(x»)’)l= Px?gPY(Y}" W!‘**‘ “‘—=>

Recall Qxy = {(x,¥): pxy(x,¥) > 0} € Qx X Qy. A necessary but not sufficient condition
for independence is that Qxy = Qx X Qy. That is, if Qxy # Qx X Qy, then X and Y cannot
be independent, but if Qxy = Qx X Qy, then we have to check the condition.

This is because if there is some (a, b) € Qx X Qy but not in Qyy, then pxy(a,b) = 0 but
px(a) > 0 and py(b) > 0, violating independence.



VARTANCE ADDS FOR INDEPENDENT RVS

If X,Y are independent random variables X LY, then

Var(X +Y) =Var(X) + Var(Y)

This property relies on the fact that they are independent, whereas linearity of
expectation always holds, regardless. If a,b,c € R are scalars, then

Var(aX + bY + ¢) = a?Var(X) + b*Var(Y)

If X LY, then E[XY] = E[X]E[Y].



RANDOM PICTURE




). JOINT CONTINUOUS DISTRIBUTIONS



AGENDA

® JOINT PDES AND LIPECTATION
o MARGINA IS
INDEPENDEN(E

® MULTIVARTATE: FROM DISCRETE TO CONTINUOUS

L2 N



JOINT PDES AND EXPECTATION

Joint PDFs: Let X,Y be continuous random variables. The joint PDF of X and Y is

fry (@, b) { (o }:) dx 3'6

The joint range is -— 7\ o e &
G

Qyy = {(c,d): fyy(c,d) >0} € Qy x Qy " M\\%)



JOINT PDES AND EXPECTATION

Joint PDFs: Let X,Y be continuous random variables. The joint PDF of X and Y is

f; XY (a,b)

The joint range is

Qxy = {(c,d): fxy(c,d) > 0} €
Note that

e




JOINT PDES AND EXPECTATION

Joint PDFs: Let X,Y be continuous random variables. The joint PDF of X and Y is

f; XY (a,b)

The joint range is

Qxy = {(c,d): fry(c,d) > 0} € Qx x Qy
Note that

j f fxy(u,v)dudv =1

If g:R%? - R is a function, then

E[g(X,Y)] = f f 95, O)fiey (s, O)dsdt



MARGINAL PDES

Marginal PDFs: Let X,Y be continuous random variables. The marginal PDF of X is

f)ﬁ) =‘! fx,y(x,}’)d}’g

duwsioy ok | §°




MARGINAL PDES

Marginal PDFs: Let X,Y be continuous random variables. The marginal PDF of X is

fx(x) =f_ fxy (x, y)dy

Similarly, the marginal PDF of Y is

FO) = [ Frrloyddx




MARGINAL PDES

Marginal PDFs: Let X,Y be continuous random variables. The marginal PDF of X is

fx(x) =f_ fxy (x, y)dy

Similarly, the marginal PDF of Y is

FO) = [ Frrloyddx

(Extension) If Z is also a continuous random variable, then the marginal PDF of Z is

fz(z)’—‘f_ f_fx,y,z(x‘)’:z)dxd}’




[NDEPENDENCE

Independence (CRVs): Continuous random variables X,Y are independent, written X L
Y, if forall x € Qy and y € Qy,

fx,y(x' y) = fx()fy ()



[NDEPENDENCE

Independence (CRVs): Continuous random variables X,Y are independent, written X L
Y, if forall x € Qy and y € Qy,

fxy(x,y) = fx(x)fy(y)

Recall Qxy = {(x,¥): fxy(x,¥) > 0} € Qx X Qy. A necessary but not sufficient condition
for independence is that Qxy = Qx X Qy. That is, if Qxy # Qx X Qy, then X and Y cannot
be independent, but if Qyy = Qx X Qy, then we have to check the condition.



[NDEPENDENCE

Independence (CRVs): Continuous random variables X,Y are independent, written X L
Y, if forall x € Qy and y € Qy,

fxy(x,y) = fx(x)fy(y)

Recall Qxy = {(x,¥): fxy(x,y) > 0} € Qx X Qy. A necessary but not sufficient condition
for independence is that Qxy = Qx X Qy. That is, if Qxy # Qx X Qy, then X and Y cannot
be independent, but if Qyy = Qx X Qy, then we have to check the condition.

This is because if there is some (a,b) € Qx X Qy but not in Qxy, then fyy(a, b) = 0 but
fx(a) > 0 and fy(b) > 0, violating independence.



JOINT DS (EXAMPLE 1) \

Suppose are jointly and uniformly distributed on the circle of radius R centered
at the origin (e.g., a dart throw). Set up but DO NOT EVALUATE any of your
answers. Take care in setting up the limits of integration.

a. Find and sketch the joint mng = ‘ \ aﬁa
Xex V=g J M Y ‘» \?"‘3 -

‘e?;k

{ Gy=)=
AN — —
Q  owua




JOINT PDFS (EXAMPLE 1) = @

Suppose (X,Y) are jointly and uniformly distributed on the circle of radius R centered
at the origin (e.g., a dart throw). Set up but DO NOT EVALUATE any of your
answers. Take care in setting up the limits of integration.

a. Find and sketch the joint range Qyy.
Qxy = {(x,y) € R?: x? + y?> < R?}

y+~/ﬂ/
N
y=-JR2—x2




JOINT PDFS (EXAMPLE 1) @\

Suppose (X,Y) are jointly and uniformly distributed on the circle of radius R centered
at the origin (e.g., a dart throw). Set up but DO NOT EVALUATE any of your
answers. Take care in setting up the limits of integration.

a. Find and sketch the joint range Qyy.
QX.Y ] {(X,y) & RZ : x2 + yz < RZ}

= b. Write an expression for the joint PDF fxy(x,y) and
carefully define it for all x,y € R.

|
y=—J1ﬁ\J




JOINT PDFS (EXAMPLE 1) @\

Suppose (X,Y) are jointly and uniformly distributed on the circle of radius R centered
at the origin (e.g., a dart throw). Set up but DO NOT EVALUATE any of your
answers. Take care in setting up the limits of integration.

a. Find and sketch the joint range Qy.
‘QX,Y ] {(x,}’) € R%: x2 + yz < RZ}

= b. Write an expression for the joint PDF fxy(x,y) and
carefully define it for all x,y € R.

1
R fxy(x,y) = {rﬁ' X,y € flyy
0, otherwise
y = —:JR2 — 42




