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RANDOM VARTABLE

Suppose we conduct an experiment with sample space (). A random
variable (rv) is a numeric function of the outcome, X:Q - R. That is, it
maps outcomes w € Q. to numbers, w » X(w).

The set of possible values X can take on is its range/support, denoted
s,

If Qy is finite or countably infinite (typically integers or a subset), X is
a discrete random variable (drv). Else if Qy is uncountably large (the
size of real numbers), X is continuous random variable.




PROBABILITY MASS FUNCTION (PMF)

The probability mass function (pmf) of a discrete random variable X
assigns probabilities to the possible values of the random variable.
That is, px: Qx — [0,1] where

px(k) = P(X = k)

Note that {X = a} for a € Oy form a partition of Q, since each outcome
w € O is mapped to exactly one number. Hence,



HOMEWORKS OF 3 STUDENTS RETURNED RANDOMLY

wedl = )R(u)
® Each permutation equally likely

e X: # people who get their own homework (L
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LAPECTATION

The expectation/expected valge/y@f a discrete random
variable X is

E[X] = Z X ()P (w)

WEN

Or equivalently,

EXI= ) k- px(0)

keQy

The interpretation is that we take an average of the values in Qy, but
weighted by their probabilities.




HOMEWORKS OF 3 STUDENTS RETURNED RANDOMLY

® Each permutation equally likely
e X: # people who get their own homework

e What 1is E(X)?
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REPEATED COIN FLIPPING

Flip a biased coin with probability p of coming up Heads n®
times. Each flip gdhdépendéntnof all others.

X is number of Heads.

What dis E(X)?
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REPEATED COIN FLIPPING

Flip a biased coin with probability p of coming up Heads n
times.

X is number of Heads.

What 1is E(X)?




INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRI[ND SELL FISH FOR A LTVING.
[VERY DAY YOU CATCH X FISH, wiTH E[X) = 3.
LVERY DAY YOUR FRIEND (AT(H ES Y FISH, WITH E[Y]

]

HOW MANY FISH DO THETWO OF 10U BRING IN (= X+ ) ON AN AVERAGE DAY!
D=1 - EQY v BlY) = 3+F=10



INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRIEND SELL FISH FOKA LIVING.
LVERY DAY YOU CATCH X FISH, WITH E[X) =
LVERY DAY YOUR FRIEND (AT(H S Y FISH, WIT H[m

]

HOW MANY FISH DO THE TWO OF YOU BRING IN (1 = X+ Y) ON AN AVERAGE DAY
LT = BN+ Y1 -



INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRIEND SELL FISH FOKA LIVING.
LVERY DAY YOU CATCH X FISH, WITH E[X) =
LVERY DAY YOUR FRIEND (AT(H S Y FISH, WIT H[m

]

OW MANY FISH DO THE TWO OF YOU BRING IN (7 = X + Y) ON AN AVERAGE DAY
LI =t =€)+ E[Y) =3+ 1= 10

[0U CAN SELL EACH FTSH FOR 55 ATASTORE Buwou NEED TO PAY $20 TN RENT. HOW

MUCH PROFLT DO YOU ERPECT T0 MAKED E[ST - 201 = SE(2) —o0

= 900 — A0 =30



INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRIEND SELL FISH FOKA LIVING.
LVERY DAY YOU CATCH X FISH, WITH E[X) =
LVERY DAY YOUR FRIEND (AT(H S Y FISH, WIT H[m

]

HOW MANY FISH DO THE TWO OF YOU BRING IN (1 = X+ Y) ON AN AVERAGE DAY

LI = BN+ YD = £ + £V =3+ 7= 10
fOU CAN SELL EACH FISH FOR 85 AT A STORE, BUT YOU NEED TO PAY §20 TN RENT. HOW
MUCH PROFTT DO YOU EXPECT TO MAKE! E[S] - 201 = 5E[I) - 20 =510 - 20 =30



[INEARTTY OF EXPECTATION (LOE)

Linearity of Expectation: Let Q be the sample space of an experiment,
X,Y:Q - R be (possibly "dependent”) random variables both defined on
Q,and a,b,c € R be scalars. Then,

E[X +Y] = E[X] + E[Y]

ElaX + b] = aE[X]+ b é

and

Combining them gives,

ElaX + bY + c] = aE[X] + BE[Y] + ¢




LINEARTTY OF EXPECTATION (PRUOF}
E[X] + E[Y] = Z X(0)P(w) + Z Y(0)P(w) -

wE) wES)

= ) (X(@) + Y(@)P(w)
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= ) X +1)(@) @)
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= E[X +Y]



COROLLARY: LINEARTTY FOR SUM OF LOTS OF R.V.§

EXi+Xo+...+X,) =EX1)+ E(X2)+...+ BE(X,)

Proof by 1induction!



HOMEWORKS OF STUDENTS RETURNED RANDOMLY

® Each permutation equally likely
e X: # people who get their own homework *,k/)
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INDICATOR RANDOM VARIABLE

® For any event A, can define the indicator random variable
for A

A
= \( = O-Q((P:/)&-’\‘?‘-U\‘>
() = (M)

Xt A b ol ahadndsd oF oo W eck.



COMPUTING COMPLICATED EXPECTATIONS

e Often boils down to finding the right way to decompose
the random variable into simple random variables (often

indicator random variables) and then applying linearity
of expectation.



REPEATED COIN FLIPPING

Flip a biased coin with probability p of coming up Heads n
times. N _
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X is number of Heads.



REPEATED COIN FLIPPING

n times \nt\t?udet\“a

Flip a biased coin with probability p of coming up Heads n

times.

X is number of Heads.

What 1is E(X)?
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™
DALRS WITH SAME BrkTiony VM= 365 e
unifeom sunc\g, >0 ;“MQ' Yo rendne
® In a class of m students, on average how many pairs of
people have the same birthday?
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ROTATING THE TABLE

n people are sitting around a circular table. (;
There is a nametag in each place

Nobody 1is sitting in front of their own nametag.
Rotate the table by a random number k of positions between 1

and n-1 (egually 1ike1¥2.

X is the number of people that end up front of their own

nametag.
L AX‘. X\’r\()j . *—Xn

What 1is E(X)?
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