PROBABILITY
3.1 DISCRETE ANDOM VARIABLES BASICS



AGENDA

o [NTROTO DISCRETE RANDOM VARTABLES
o ROBABILITY MASS FUNCTIONS

® [UMULATIVE DISTRIBUTION FUNCTION
o LIPECTATION



FLIPPING TWO COINS

Q = {HH,HT,TH,TT}

Let X be the number of heads in two independent flips of a fair coin.

X is a function, X: Q - R which takes outcomes w € Q and maps them to
a humber.



RANDOM VARTABLE

Suppose we conduct an experiment with sample space (). A random
variable (rv) is a numeric function of the outcome, X: Q - R. That is, it
maps outcomes w € Q. to numbers, w - X(w).

The set of possible values X can take on is its range/support, denoted
s,




J0 BALLS NUMBERED 1. .20

® Draw a subset of 3 uniformly at random.
® Let X = maximum of the numbers on the 3 balls.
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RANDOM VARTABLE

Suppose we conduct an experiment with sample space (). A random
variable (rv) is a numeric function of the outcome, X:Q - R. That is, it
maps outcomes w € Q. to numbers, w - X(w).

The set of possible values X can take on is its range/support, denoted
s,

If Qy is finite or countably infinite (typically integers or a subset), X is
a discrete random variable (drv). Else if Qy is uncountably large (the
size of real numbers), X is continuous random variable.




[DENTIFY THOSE RVS =)

o
For each of the following random variables, identify its range Qx and ©
whether it is discrete or continuous.

RV Description Range drv or crv? | o=
6\.\ The number of heads in n flips of a fair "" Q@) :
coin. i)

L) The number of people born this year.
) The number of flips of a fair coin up to
and including my first head.

&) The amount of time I wait for the next
bus in seconds.

Whidn  cont. Lnion hes “"‘8’ f123,--}
~) o)
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RANDOM PICTURE




FLIPPING TWO COINS

Q = {HH,HT,TH, TT}
X(HH)=2 XHT)=1 X(TH)=1 X(TT)=0

What is the support/range Qx? Qy = {0,1,2}

But what are the probabilities X takes on these values? For this, we
define the probability mass function (pmf) of X, as px: Qx — [0,1]

px(k) =P(X = k)
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Q = {HH,HT,TH, TT}
X(HH)=2 XHT)=1 X(TH)=1 X(TT)=0

What is the support/range Qx? Qy = {0,1,2}

But what are the probabilities X takes on these values? For this, we
define the probability mass function (pmf) of X, as pyx: Qx — [0,1]
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FLIPPING TWO COINS

Q = {HH,HT,TH, TT}
X(HH)=2 XHT)=1 X(TH)=1 X(TT)=0

What is the support/range Qx? Qy = {0,1,2}

But what are the probabilities X takes on these values? For this, we
define the probability mass function (pmf) of X, as px: Qx — [0,1]

px(k) =P(X = k)
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PROBABILITY MASS FUNCTION (PMF)

The probability mass function (pmf) of a discrete random variable X
assigns probabilities to the possible values of the random variable.
That is, px: Qx — [0,1] where

px(k) = P(X = k)



PROBABILITY MASS FUNCTION (PMF)

The probability mass function (pmf) of a discrete random variable X
assigns probabilities to the possible values of the random variable.
That is, px: Qx — [0,1] where

px(k) = P(X = k)

Note that {X = a} for a € Oy form a partition of Q, since each outcome
w € Q is mapped to exactly one number.



J0 BALLS NUMBERED 1. .20

® Draw a subset of 3 uniformly at random.
® Let X = maximum of the numbers on the 3 balls.



PROBABILITY MASS FUNCTION (PMF)

The probability mass function (pmf) of a discrete random variable X
assigns probabilities to the possible values of the random variable.
That is, px: Qx — [0,1] where

px(k) = P(X = k)

Note that {X = a} for a € Oy form a partition of Q, since each outcome
w € O is mapped to exactly one number. Hence,



J0 BALLS NUMBERED 1. .20

® Draw a subset of 3 uniformly at random.
® Let X = maximum of the numbers on the 3 balls.
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CUMULATIVE DISTRIBUTION FUNCTION(CDY)

The cumulative distribution function (CDF) of a random

variable F'x(z) specifies for each possible real number I ,
the probability that;X—fELE, that s

Fyx(z) = P(X < z)
Ex: if X has probability mass function given by:

p)=1 p@=3 »B@)=} pM@)=4

0a<l1 |
%15a<2 *;' ._'_
F(a) = %2Sa<3 — cdf
- pmf
%3Sa<4 —)
1 4=<a l 1




HOMEWORKS OF 3 STUDENTS RETURNED RANDOMLY

® Each permutation equally likely
e X: # people who get their own homework

b | Gicome | K0
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FLIPPING TWO COINS & &

What is the expected number of heads in 2 flips of a fair coin?



LAPECTATION

The expectation/expected value/average of a discrete random
variable X is

E[X] = Z X(0)P(w)

WEN

Or equivalently,

EXI= ) k- px(0)

keQy

The interpretation is that we take an average of the values in Qy, but
weighted by their probabilities.




HOMEWORKS OF 3 STUDENTS RETURNED RANDOMLY

® Each permutation equally likely
e X: # people who get their own homework
e What 1is E(X)?

| Prob | Outcome w | X(w) |
1/6 3

123
1/6 132 1
1/6 213 1
1/6 231 0
1/6 312 0
1/6 321 1

E(X) = TXHPE)
= X(w)R(h3) +X (3YP(2) + X p\g)?(;p,) rx@a\)?(sa\s +x(;3\\?(a3\) . xe.\l\?(sxa)



FLIP A BIASED COIN UNTIL GET HEADS (FLIPS INDEPENDENT)

With probability p of coming up heads
Keep flipping until the first Heads observed.

Let X be the number of flips until done.

® Pr(X =1)

e Pr(X = 2) a) “
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FLIP A BIASED COIN UNTIL GET HEADS (FLIPS INDEPENDENT)

With probability p of coming up heads
Keep flipping until the first Heads observed.

Let X be the number of flips until done. What is E(X)?



FLIP A BIASED COIN INDEPENDENTLY

Probability p of coming up heads, n coin flips
X: number of Heads observed.

® Pr(X = k)
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REPEATED COIN FLIPPING

Flip a biased coin with probability p of coming up Heads n
times. Each flip independent of all others.

X is number of Heads.

o\

What is E(X)? =230 ‘):
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REPEATED COIN FLIPPING

Flip a biased coin with probability p of coming up Heads n
times. N _
Blx1 =3 i(7 ) - o
1=0
=:§:i(7)p%l—pY“i
=1
What 1is E(X)? = =1\ _—
( ) :Z”(’;_ 1>pz(1 _p)n—l
i=1
- npz (7:__ ]l)pi_l(l —p)"?
=ww§:(";1»VU—pV‘“j
1

=np(p+(1—p)" " =np

X is number of Heads.



FLIP A FAIR COIN INDEPENDENTLY

probability
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PROBABILITY
3.2 MORE ON EXPECTATION



AGENDA

o [INEARTTY OF LXPECTATION {[O)
® AW OF THE UNCONSCIOUS STATISTICIAN (LOTUS)



INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRIEND SELL FISH FOKA LIVING.
LVERY DAY YOU CATCH X FISH, WITH E[X) =
LVERY DAY YOUR FRIEND (AT(H S Y FISH, WIT H[m

]

HOW MANY FISH DO THE TWO OF YOU BRING IN (1 = X+ Y) ON AN AVERAGE DAY!
LT = BN+ Y1 -



INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRIEND SELL FISH FOKA LIVING.
LVERY DAY YOU CATCH X FISH, WITH E[X) =
LVERY DAY YOUR FRIEND (AT(H S Y FISH, WIT H[m

]

HOW MANY FISH DO THE TWO OF YOU BRING IN (1 = X+ Y) ON AN AVERAGE DAY
LT = BN+ Y1 -



INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRIEND SELL FISH
LVERY DAY YOU CATCH X FISH, WITH E[
LVERY DAY YOUR FRIEND (AT(H S YIS

FOR A LTVING.
o =13
o HWITHEY] =]

HOW MANY FISH DO THE TWO OF YOU BRING IN (1 = X+ Y) ON AN AVERAGE DAY
LI = BN+ YD = £ + £V =3+ 7= 10

f0U CAN SELL EACH FISH FOR 8 AT A STORE, BUTYOU ED TO PAY 20 TN RENT. HOW

MUCH PROFIT DO YOU EXPECT TO MAKE! E[5] - 201 =



INEARITY OF EXPECTATION (IDEA)

LETS SAY Y01 AND YOUR FRIEND SELL FISH FOKA LIVING.
LVERY DAY YOU CATCH X FISH, WITH E[X) =
LVERY DAY YOUR FRIEND (AT(H S Y FISH, WIT H[m

]

HOW MANY FISH DO THE TWO OF YOU BRING IN (1 = X+ Y) ON AN AVERAGE DAY

LI = BN+ YD = £ + £V =3+ 7= 10
fOU CAN SELL EACH FISH FOR 85 AT A STORE, BUT YOU NEED TO PAY §20 TN RENT. HOW
MUCH PROFTT DO YOU EXPECT TO MAKE! E[S] - 201 = 5E[I) - 20 =510 - 20 =30



[INEARTTY OF EXPECTATION (LOF)

Linearity of Expectation: Let 2 be the sample space of an experiment,
X,Y:Q - R be (possibly "dependent") random variables both defined on
Q,and a, b, c € R be scalars. Then,

E[X +Y] =E[X] + E[Y]
and

E[aX + b] = aE[X]+ b
Combining them gives,

ElaX + bY + c] = aE[X] + bE[Y] + ¢




LINEARTTY OF EXPECTATION (PRUOF}
E[X] + E[Y] = Z X(0)P(w) + Z Y(0)P(w) -

wE) wES)

= ) (X(@) + Y(@)P(w)

wE()

= ) X +1)(@) @)
wE)

= E[X +Y]



