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Midterm Information

Next Friday

— Closed book, but we will provide important [ needed formulas
along with the midterm.

— Covers materials until this Wednesday (HWs 1-4, Sections 0-4).

Practice midterms online soon
— They aren’t mine, but they will follow a similar spirit.

Sections will be for midterm review.
Use edstem for questions.
Links to extra reading materials [ past offerings of CSE312.



Multiple Random Variables

We can define several random variables in the same probability space.

Example: Two dicerolls

e X = 1st outcome

e Y =2nd outcome

e / =sum of both outcomes

Probability that
X =x
conditioned on
(=9

(joint) probability that
X=xandY =y

Notation:
- PX=x,Y=y)=PH{X =x}n{Y =y})




Multiple Random Variables

Example: Two dice rolls

* X =1st outcome

Y =2nd outcome

 / = sum of both outcomes

eg P(X=3,2=6)=P{B3)N =7, P(X=3|Z=6)=

Notation:
- PX=x,Y=y)=PH{X =x}n{Y =y})
- PX=x|Y=y)=PH{X =x}|{Y =y})

1/36 _ 1
5/36 5

Also note: Z(w) = X(w) + Y(w) forallw € Q

Therefore: We can write X + Y instead of Z



Chain Rule

The chain rule also naturally extends to random variables. E.g.,
IV = a8, = ) = WP = 05) » 17 = )K= 52)




Another Example

Example: Two dice rolls

X, =#of times 1 appears
X, =#oftimes 2 appears

n By Iy Joint PMF for X; and X,
P(X; =a,X, =b)foralla,b € {0,1,2}
i

. PO

X2



Marginal Distribution

The joint PMF of two (or more) RVs gives the PMFs of the individual
random variables (aka, the “marginal distribution”). E.g,

[P(X — x) — Z [P(X =x,Y = y) (Law of total Probability)

-ﬂ-ﬂ P(X, = 0) = 2+ 24 = = o
2 =9 =3%5%35 7 36
22/9 Y R I AR TR TS
1
-1/36 0 0 p(xzzz)_g



Example - Coin Tosses

We flip n coins, each one heads with probability p

0, i—th outcome is tails.

- 7/ = number of heads

_____________________________________________

_________________________________________________

_____

- X, = {1' i—th outcomeis heads® .+

____________________________________________



Expectation — Refresher

Definition. The expectation of a (discrete) RV X is

E(X) = 2x % - px(x) = 2y X - P(X = x)

Often: X = X; + .-+ X,,, and the RVs X, ..., X,, are easier to
understand.



Linearity of Expectation

Theorem. For any two random variables X and Y,

E(X +Y) = E(X) + E(Y).

Or, more generally: For any random variables X1, ..., X;,,
E(X; + -+ X,) = EX;) + -+ E(X,).

Because: E(X; + -+ X)) = E((X;+ -+ X;,_1) + X))
— ]E(Xl + e +Xn_1) + ]E(Xn) — e
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______________________________________________________________________

Theorem. For any two random variables X and Y,

Linearity of Expectation - Proof E[X + Y] = E[X] + E[Y].

______________________________________________________________________

EX+Y)=2,z-PX+Y=2z2)
= Zzl,zz(zl +2;)  P(X = 2,Y = z,)
— D 2 2 WK = 80,10 = By T Yo 2 ° RO = %, = Z5)
= Zzl Zq - Zzz P(X =2z,Y =2;) + Zzz Zy - Zzl P(X =2z1,Y = z3)
=2z2,21 PX =2) + 2,2  P(Y = 2,)

= E(X) + E(Y)
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Linearity of Expectation — Even stronger

 Theorem. For any random variables X1, ..., X,,, and real numbers
| @y s O B IR

IE(CIle + *er + aan) — al]E(Xl) + ik + Cln[E(Xn).

Very important: In general, we donothave E(X - V) = E(X) - E(Y)
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Example - Coin Tosses

EX)=p-1+(1—-p)-0=p

We flip n coins, each one heads with probabilityp o ;
. | Plg=l=p

oy = 1, i—thoutcomeisheads .. "I px, =0)=1-p |
~ |0, i—th outcome is tails. £ 1| SN - |

- Z = number of heads

___________________________________________________________________________________

— 02 = BG 5p ooe gk X)) = RG] aF o0 ap B, ) = G0 78
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(Non-trivial) Example - Coupon Collector Problem

Say each round we get a random coupon X; € {1, ..., n}, how many rounds
(in expectation) until we have one of each coupon?

Formally: Outcomes in () are sequences of integersin {1, ..., n} where
each integer appears at least once (+ cannot be shortened).

Example, n = 3:
O =1{(1,2,3),(1,1,2,3),(1,2,2,3),(1,2,3),(1,1,1,3,3,3,3,3,3,2), ... }

1 11 6

P((1,2,3)) = 5755 P((1,1,2,2,2,3)) = (%)

14



Example - Coupon Collector Problem

Say each round we get a random coupon X; € {1, ..., n}, how many rounds
(in expectation) until we have one of each coupon?

T; = # of rounds until we have accumulated i distinct coupons
[Aka: length of the sampled w]

Wanted: E(T;,)

# of rounds needed to go fromi — 1 to
L coupons

g = Iy — Iga
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Example — Coupon Collector Problem

T; = # of rounds until we have accumulated i distinct coupons

Zi =T —T;4

Tn:T1+(T2_T1)+(T3_T2)+“‘+(Tn_Tn_1):Tl +Z2+"‘+Zn

!

E(T,) = E(T1) + E(Z2) + E(Z3) + -+ + E(Z5)
=1+ [E(Z,) + E(Z3) +--+ E(Z,)
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Example - Coupon Collector Problem

T; = # of rounds until we have accumulated i distinct coupons

Zi =T —T;4

If we have accumulated i — 1 coupons, the number of attempts needed
i—1

to get the i-th coupon is geometric with parameterp = 1 — —

pz,(1)=p Pz,(2)=1-p)p Pz,(0) =1 —p)'p
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Example — Coupon Collector Problem

T; = # of rounds until we have accumulated i distinct coupons

Iy = Mg = IFy_q E(Z;) = 1o n
P =gkl o - s
| n-th harmonic number
E(T,) = 1+ E(Z,) + E(Z3) + -+ E(Z,) | n =23
:1+ni1+nf2+"'+? In(n) < H, <In(n) +1

1 1 1
=n-(£+n_1+~-+z+1)=n-ann~1n(n)
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Distributions — Recap

We have encountered some important
distributions, let us summarize them

__Name | Params | _ Range | PMF______

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Bernoulli D
Geometric D
Binomial n,p

I .
o 1

Bernoulli

0.45
0.4
0.35
03
0.25
0.2
0.15
0.1
0.05

10,1}

{1,2,3,..} = Nt

5 10

Geometric

15

20

p(1) =p, p(0) =1-p

pi@) =1 -p)p

p(k) = (Z) p“(1—p)" "

0.25
i n=15p=0.7
0.15
0.1

0.05

0

0 5 10 15

Binomial
19



