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CSE 312: Foundations of Computing II

Linearity of Expectation



Linearity of Expectation 1

Definition (Linearity of Expectation)
If X , Y , and Z are r.v.’s such that Z = X +Y , then:

E[Z] =E[X]+E[Y ]

Generalizing a little, if we have X =
n

∑
i=1

Xi, then

E[X] =
n

∑
i=1

E[Xi]
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Sum of Two Dice Rolls 2

Consider the experiment:
1 A = RollDie(3)
2 B = RollDie(3)
3 C = A + B

What is E[C]?

E[C] = 2× 1
9
+3× 2

9
+4× 3

9
+5× 2

9
+6× 1

9
= 4

What is E[C]?

E[C] =E[A]+E[B] =

2
3
(1+2+3) = 12

3
= 4
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Binomial Random Variables 3

1 for i = 1 to n:
2 if FlipCoin(p) == HEADS:
3 Xi = 1
4 else:
5 Xi = 0

Consider the r.v. Y =
n

∑
i=1

Xi.

What is E[Y ]?

E[Y ] =
n

∑
k=0

k(n
k
)pk(1− p)n−k = np

What is E[Y ]?

E[Y ] =E[
n

∑
i=1

Xi] =
n

∑
k=0

E[Xi] = np
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Linearity of Expectation 4

There are n people at a party who have checked their hats in. At the end
of the party, the hat-check clerk randomly gives them their hats back.
What is the expected number of people who got their hat back?

Let X be the r.v. for the number of people who get their hat back. By

definition, E[X] =
n

∑
i=0

iPr(X = i). So, now we calculate Pr(X = i).

Pr(X = i) = (ni )
1
n

1
n−1⋯

1
n−i Pr(none of the others get their hats back).

I don’t want to do this any more. . . make it easier?

Let X be the r.v. for the number of people who get their hat back.
Let Xi be the i.r.v. for the ith person getting his hat back.

Note that X =
n

∑
i=1

Xi, because each of the n people either get their hat

back or not. Now, consider
E[Xi] = 0Pr(Xi = 0)+1Pr(Xi = 1) = Pr(Xi = 1) = 1

n
.

So, E[X] =
n

∑
i=1

E[Xi] =
n

∑
i=1

1/n = 1 by Linearity of Expectation.
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Linearity of Expectation Proof 5

Consider two r.v.’s: A and B. Then,

E[A+B] =∑
x∈Ω
(A(x)+B(x))Pr(x)

=∑
x∈Ω

A(x)Pr(x)+∑
x∈Ω

B(x)Pr(x)

=E[A]+E[B]
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