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Data Collection & Use
2007

Growing public understanding of data
and processing




amazonecho

Always ready, connected,
and fast. Just ask.

Data Collection &

Processing in 2022

Smartphones and ambient data collection
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PALANTIR HAS SECRETLY BEEN USING NEW
ORLEANS T0 TEST ITS PREDICTIVE POLICING
TECHNOLOGY

UK Official Says It's Too Expensive to Delete All the
Mugshots of Innocent People in Police Databases

When algorithms mess up,
the nearest human gets

Alook at historical case studies shows us how we handle
of automated systems.

Ethical Tech Starts With Addressing Ethical Debt

by Karen Hao

Datasheets for Datasets®
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Data justice
Data ethics

Examples:

Strava’s heat map revealed military bases around the world and exposed soldiers to
real danger — https://www.nytimes.com/2018/01/29/world/middleeast/strava-heat-
map.html

Datasheets for Datasets - https://arxiv.org/abs/1803.09010

Ethical Debt https://www.wired.com/story/opinion-ethical-tech-starts-with-
addressing-ethical-debt/

Palantir - https://www.theverge.com/2018/2/27/17054740/palantir-predictive-
policing-tool-new-orleans-nopd
https://gizmodo.com/uk-official-says-its-too-expensive-to-delete-all-the-mu-
1825388626

MIT https://www.technologyreview.com/2019/05/28/65748/ai-algorithms-liability-
human-blame/

Algorithmic Justice League https://www.ajl.org/

Design Justice https://design-justice.pubpub.org/



https://www.wired.com/story/opinion-ethical-tech-starts-with-addressing-ethical-debt/

https://datajusticelab.org/
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TINY IMAGES - BIG PROBLEM

LARGE DATASETS: A PYRRHIC WIN FOR COMPUTER VISION?

Vinsy Uty Prabbes’
UnifylD A Lass Sehad
Redwood City e

Sy 27,200

ABSTRACT

(1) Lasssisnaes datascts. A oo i for sonputer yien’, snoeymoes authors, OpeaReview Prepeist, 2020,

Long used benchmark datasets can turn into challenging datasets.

80 Million Tiny Images paper - https://cs.nyu.edu/~fergus/papers/tiny.pdf
Letter taking down dataset - https://groups.csail.mit.edu/vision/Tinylmages/
Paper: “Large datasets: A Pyrrhic win for computer vision?”
https://arxiv.org/abs/2006.16923
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CHANGING CONSIDERATIONS
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DATA RELATED LEGISLATION ,

® Federal Education Rights Privacy Act (FERPA) :;'?g % Y
® Health Information Portability & Accountability Act (HIPAA)
®* Gramm-Leach-Bliley Act (GLBA) — Article V _
® Children’s Online Privacy Protection Act (COPPA)

*Federal Trade Commission Act (Article 5) g




ALWAYS ASK YOURSELF THE HARD QUESTIONS

® Should we build it2

®* Who are the stakeholders?

®* Who will this help and how?
®* Who might this hurt and how?

® Never forget: “Essentially, all models are wrong, but some are
useful.” George Box (sort of)
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] ;El ETHICS IN DATA SCIENCE

ASE STUDY 0: PREDICTIN RIMINALITY

CASE STUDY 1: TRACKING FOR SAFETY

CASE STUDY 2: COMPAS

CASE STUDY 3: POTHOLES IN BALTIMORE

CASE STUDY 4: FACIAL RECOGNITION
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PHRENOLOGY

® What is phrenology?

®* Why do you think it comes up when
papers/articles claim to predict
criminology, sexuality, and other

traits through pictures?
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FACIAL TRACKING

- «b

® Can this be done responsibly? D

S

® Relevant research — Prof. Barrett ; ;
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Assessing and Minimizing Risks of l “], ‘l, o—AN E :
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Emotion Recognition Applications

https://cos.northeastern.edu/people/lisa-barrett
https://journals.sagepub.com/eprint/SAUESSUM69ENSTSMUGF9/full
https://news.northeastern.edu/2021/08/20/you-cant-determine-emotion-from-
someones-facial-expression-and-neither-can-ai/
https://www.microsoft.com/en-us/research/publication/guidelines-for-assessing-
and-minimizing-risks-of-emotion-recognition-applications/
https://www.microsoft.com/en-
us/research/uploads/prod/2021/07/camera_ready_share.pdf
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ETHICS IN DATA SCIENCE

CASE STUDY 0: PREDICTING CRIMINALITY

CASE STUDY 1: TRACKING FOR SAFETY

CASE STUDY 2: COMPAS

CASE STUDY 3: POTHOLES IN BALTIMORE

CASE STUDY 4: FACIAL RECOGNITION
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@&  Google

Privacy-Preserving Contact Tracing

Across the world, governments, and health authorities are working together to find solutions to
the COVID-19 pandemic, to protect people and get society back up and running. Software
developers are contributing by crafting technical tools to help combat the virus and save lives. In
this spirit of collaboration, Google and Apple are announcing a joint effort to enable the use of
Bluetooth technology to help governments and health agencies reduce the spread of the virus,
with user privacy and security central to the design.

As part of this partnership Google and Apple are releasing draft documentation for an Exposure
Notification system in service of privacy-preserving contact tracing:
Exposure Notification - Bluetooth Specification
Exposure Notification - Cryptography Specification
Exposure Notification - Framework APl
Exposure Notification - Frequently Asked Questions
All of us at Apple and Google believe there has never been a more important moment to work
together to solve one of the world’s most pressing problems. Through close cooperation and
collaboration with developers, governments, and public health providers, we hope to harness

the power of technology to help countries around the world slow the spread of COVID-19 and
accelerate the return of everyday life.

https://covid19.apple.com/contacttracing
https://www.wired.com/story/apple-google-contact-tracing-strengths-weaknesses/
https://www.technologyreview.com/2020/11/20/1012325/do-digital-contact-tracing-
apps-work-heres-what-you-need-to-know/
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Covered Dish People &

The apps that we call "contact tracing" apps don't do contact tracing - they

do "exposure notification." Exposure notification is a useful adjunct to the
labor-intensive work of contact tracing, but it is no substitute for it.

https://twitter.com/doctorow/status/1296248163653660672
https://threader.app/thread/1296248163653660672
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Contact-tracing apps are not a solution to the COVID-19 crisis

April 27, 2020 | Ashkan Soltani, Ryan Calo, and Carl Bergstrom

Private Kit

https://www.brookings.edu/techstream/inaccurate-and-insecure-why-contact-
tracing-apps-could-be-a-disaster/
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Washington state launches COVID-19 exposure
notification app using Google and Apple technology

BY LISA STIFFLER on Novembar 30, 2020 at 3:00 am

0Ongoing coverage of COVID-19, and its impact on Seattle and the
technology industry. See all of GeekWire's special coverage.

Enroll now for
more coverage
than Original
Medicare alone

Q6T W wesn s - m

Notify others

e
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Protect your community,
No recent exposures share your COVID-19 test
1
You currently have no reported rosult
COVID-19 exposure risk. You'll be Sharing your COVID-19 test result,
notified if someone you were near especiatly i you have tested positive,
reports a positive COVID-19 test result will help notify others who may have KAISER

been exposed. It will ket athers in your
o PERMANENTE.

community monitor for symptoms.

Imagees of the Android interface for the WA Nolify spp veng rebsssed Monday.
GeekWire Newsletters

https://www.geekwire.com/2020/wa-notify-covid-exposure-app/
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COVID-19 exposure notification apps become more
widespread — but will they make a difference?

1 BY LISA STIFFLER on December 1, 2020 at 4:23 pm

IR I )

SAVE UP TO 50%
$649
Tillamook Medium Cheddar
Cheese Loaf
@ Untl Dec. 8
Since it launched on Monday, more than 700,000 Washington residents have
nstalled or activats e W, ify app. The free smartphone tool sends out

warnings if people have been potentially exposed to someone who tests positive for
COVID-19.

https://www.geekwire.com/2020/covid-19-exposure-
notification-apps-become-widespread-will-make-
difference/
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How the cell phones of spring breakers who flouted
coronavirus warnings were tracked

By Donie O'Sullivan
< ? Video by Sofia Barrett
Updated 8:50 AM ET, Sat April 4, 2020

&
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ETHICS IN DATA SCIENCE

CASE STUDY 0: PREDICTING CRIMINALITY

CASE STUDY 1: TRACKING FOR SAFETY

ASE STUDY 2: COMPA
CASE STUDY 3: POTHOLES IN BALTIMORE

CASE STUDY 4: FACIAL RECOGNITION
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\ . VIRGINIA EUBANKS Intelligent Machines (/

Why We Should Expect
Algorithms to Be Biased

We seem to be idolizing algorithms, imagining they are more

| A U T 0 M A T I N G objective than their creators.
e I N E ﬂ U A I_ I T Y by Nanette Byrnes  June 24, 2016

HOW HIGH-TECH TOOLS FROFILE,

POLICE, AND PUNISH THE POOR Technologies driven by algorithms and artificial intelligence are
B e T e = ] increasingly present in our lives, and we are now regularly bumping up
— - L . : : - ? Or will
THE WALL STREET JOURNAL. mcibe Now, | 5o
Home World US. Politics Economy Business Tech Markets Opinion Arts Life Real Estate Q
Algorithms Aren’t Biased, But the People Who 7
Write Them May Be -

Mathematical models that create rankings often use proxies to stand in for things the
modelers wish to measure but can't

By.Jo Craven McGinty
Oct. 14, 2016 1:35 p.m. ET
A provocative new book called “Weapons of Math Destruction®” has

inspired some charged headlines. “Math Is Racist,” one asserts. “

Math Is Biased Against Women and the Poor,” declares another.

https://www.technologyreview.com/2016/06/24/159118/why-we-should-expect-
algorithms-to-be-biased/
https://www.wsj.com/articles/algorithms-arent-biased-but-the-people-who-write-
them-may-be-1476466555

https://virginia-eubanks.com/books/



Machine Bias

There's software used across the country to predict future criminals.
And it's biased against blacks.

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-
sentencing
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-
algorithm
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NORTHEPOINTE'S COMPAS ,’

Correctional Offender Management Profiling for Alternative

Sanctions
®* What do you think it was design to do?

® Does the data it's using make sense for COMPAS’ purpose?

24
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1\> ETHICS IN DATA SCIENCE

CASE STUDY 0: PREDICTING CRIMINALITY

CASE STUDY 1: TRACKING FOR SAFETY

CASE STUDY 2: COMPAS

CASE STUDY 3: POTHOLES IN BALTIMORE
CASE STUDY 4: FACIAL RECOGNITION
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ACCESS TO TECHNOLOGY

® Do potholes as an ethics issue seem innocuous?

®* What could Baltimore have done differently?

26
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ETHICS IN DATA SCIENCE

CASE STUDY 0: PREDICTING CRIMINALITY

CASE STUDY 1: TRACKING FOR SAFETY

CASE STUDY 2: COMPAS

CASE STUDY 3: POTHOLES IN BALTIMORE

ASE STUDY 4: FACIAL RE NITION
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AFRICA AVERAGE FACES EUROPE

Proceedings of Machine Learning Research 81:1-15, 2018 Conference on Fairness, Accountability, and Transparency

Gender Shades: Intersectional Accuracy Disparities in
Commercial Gender Classification®

Joy Buolamwini JOYAB@MIT.EDU
MIT Media Lab 75 Amherst St. Cambridge, MA 02139

Timnit Gebru TIMNIT.GEBRU@MICROSOFT.COM
Microsoft Research 641 Avenue of the Americas, New York, NY 10011

Editors: Sorelle A. Friedler and Christo Wilson
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Operationalizing Al Ethics Through

Documentation: ABOUT ML in 2021 and
Beyond

Y Christine Custis
April 14,2021

https://partnershiponai.org/about-ml-2021/
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New York Times — Kash Hill

Https://www.eff.org

https://www.theatlantic.com

https://www.wsj.com
https://www.aclunc.org/issue/technology-civil-liberties
https://datasociety.net/

https://www.wired.com/

https://krebsonsecurity.com/
https://www.law.cornell.edu/uscode/text
https://www.technologyreview.com/
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TAKEAWAY S

Matthew Hutson @
Fallow
@Siveriacket 3

Fun at #AIES2078. Speaker: "Here's our
algorithm." Audience member: "Have you
considered the ethical implications?" S: "I'm
just an engineer."” AM: "'Once the rockets are
up, who cares where they come down?*"
@RealAAAl @TheOfficialACM

Artificial Inteliigence could Identify gang crimes—and ignite an ethical fir...
Law entarcement sigontnm sparks heated debates.

901 AM - 1 Mar 2078

e @DOIOSPOE

s T n
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%N Deb Raji

|

Once we characterize Al as a person, we heap ethical
expectations we would normally have of people - to be
fair, to explain themselves, etc - unto the artifact, and

TAKEAWAYS then try to build those characteristics into the artifact,

rather than holding the many humans involved
accountable

https:/ /twitter.com/rajiinio/status/1493388989918629890%s=
20&t=Ux2u3pRYsttYDmybPiD9vw
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Responsibility in Al Systems & Experiences (RAISE)
at the University of Washington presents:

Casey Fiesler
Data Is People: Unintended Consequences in

Al and Data Science

Friday February 25, 2022, 9-10am PT
Join: https: /washington.zoom.us/j/94636255672

Abstract: Hardly a day passes without a new technology ethics scandal in the news, and many of them touch on Al,
machine learning, and data science—from privacy violations in data collection to biased data feeding algorithms to
unexpected uses of research. This talk builds on two threads of my research: (1) empirical work towards best practices
for research ethics in data science, including understanding possible harms of using public data without consent; and (2)
ethical debt (as a parallel to technical debt) in technology design and research as the precursor to the types of
unintended consequences that underly many ethical controversies. | will suggest strategies for being more
forward-thinking and for remembering the people present in data.
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